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ABSTRACT

Karthik Gomadam, Ph.D., Department of Computer Science aigihEering, Wright State Uni-
versity, 2009.
Semantics Enriched Service Environments.

During the past seven years services centric computingrhasyed as the preferred approach
to architect complex software. Software is increasinglyetigped by integrating remotely existing
components, popularly called services. This architetppaeadigm, also called Service Oriented
Architecture (SOA), brings with it the bene ts of interojadility, agility and exibility to software
design and development. One can easily add or change nawde&b existing systems, either by
the addition of new services or by replacing existing oneg popular approaches have emerged
for realizing SOA. The rst approach is based on the SOAP qok for communication and the
Web Service Description Language (WSDL) for service infdescription. SOAP and WSDL
are built over XML, thus guaranteeing minimal structurad agntactic interoperability. In addition
to SOAP and WSDL, the WS-* (WS-Star) stack or SOAP stack compiagkeer standards and
speci cation that enable features such as security andcgsrintegration. More recently, the
RESTful approach has emerged as an alternative to the SO&R 3tais approach advocates the
use of the HTTP operations of GET/PUT/POST/DELETE as stahslarvice operations and the
REpresentational State Transfer (REST) paradigm for mainigiservice states. The RESTful
approach leverages on the HTTP protocol and has gained &ttatton, especially in the context
of consumer Web applications such as Maps.

Despite their growing adoption, the stated objectives tdroperability, agility, and exibil-
ity have been hard to achieve using either of the two appesachhis is largely because of the
various heterogeneities that exist between differentisemproviders. These heterogeneities are
present both at the data and the interaction levels. Funaaihie addressing these heterogeneities
are the problems of service Description, Discovery, Datdiaten and Dynamic con guration.

Currently, service descriptions capture the various opersitthe structure of the data, and the in-
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vocation protocol. They however, do not capture the seroanfieither the data or the interactions.
This minimal description impedes the ability to nd the rigdet of services for a given task, thus
affecting the important task of service discovery. Data iaiguh is by far the most arduous task in
service integration. This has been a well studied problethenareas of work ow management,

multi-database systems and services computing. Data sitdusl describe real world data, such
as enterprise data, often involve hundreds of attributggrédaches for automatic mediation have
not been very successful, while the complexity of the modadsiire considerable human effort.

The above mentioned problems in description, discoverydatd mediation pose considerable
challenge to creating software that can be dynamically gared.

This dissertation is one of the rst attempts to address tioblpms of description, discovery,
data mediation and dynamic con guration in the context dhdd®OAP and RESTful services. This
work builds on past research in the areas of Semantic Weba®em\Veb services and Service
Oriented Architectures. In addition to addressing thesblpms, this dissertation also extends the
principles of services computing to the emerging area obtaad human computation. The core
contributions of this work include a mechanism to add seinanétadata to RESTful services and
resources on the Web, an algorithm for service discoveryranking, techniques for aiding data
mediation and dynamic con guration. This work also addessthe problem of identifying events

during service execution, and data integration in the cartesocially powered services.
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Introduction

One of the signi cant developments in the evolution of theelnet and the World Wide Web, has
been the growth of the Web as a platform for application dgwelent, deployment, and distri-
bution. The principles of Service Oriented Computing ands8erOriented Architecture (SOA)
(Curbereet al.(10)) have played a signi cant role in this advancement t\8afe is increasingly de-
veloped by integrating remotely existing components, pemhucalled services. The foundations
of SOA lie in distributed computing and earlier approacleeeetlizing distributed software sys-
tems such as CORBA, Remote Method Invocation (RMI) and the Diggd Component Object
Model (DCOM). However, these earlier attempts were largeijt around proprietary technolo-
gies and communication protocols. These limitations ingxhthe interoperability across software
components. The objectives of SOA is to create an approaagitmand exible software design,
while overcoming the limitations of the earlier approach&e achieve interoperability, SOA is
built around standardized interfaces, communicationabjgdels and protocols. The resulting
interoperability has made it possible to design softwastesyis, whose capabilities can be changed

or improved by adding or replacing existing services.

Two popular approaches have been developed for realizilg $e rst approach is based

on the SOAP protocol for communication and the Web ServicecBygtion Language (WSDL) for
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service interface description. SOAP and WSDL are built oveiLXthus guaranteeing minimal
structural and syntactic interoperability. In additionS®AP and WSDL, the WS-* (WS-Star)
stack or SOAP stack comprises other standards and spaonsathat enable features such as se-
curity and services integration. More recently, the RES@pproach has emerged as an alternative
to the SOAP stack. This advocates the use of the HTTP opesadioGET/PUT/POST/DELETE
as standard service operations and the REpresentatiotaTsaasfer (REST) paradigm approach
proposed by Fieldingt al. (15) for maintaining service states. The RESTful approacérbges

on the HTTP protocol for communication and data formats sastKML and JSON for data rep-
resentation. This approach has gained a lot of tractiorgaslty in the context of consumer Web

applications such as maps and data feeds.

Despite their growing adoption, the stated objectives w@frmperability, agility, and exibility
have been hard to achieve using either of the two approaghésis largely because of the hetero-
geneities that are present between services. The adoftgiarmlards and open data formats has
gone a long way in addressing the syntactic and structutatdgeneities. However, the standards
and speci cations often fail to capture the meaning or seimanthus making it hard for auto-
mated /semi-automated understanding. This creates @vabié challenges for service discovery
and data mediation, thus affecting agility and exibilitiResearch in the area of Semantic Web
Services (SWS) addresses this shortcoming by adopting Seriéeb techniques. Semantic Web
Services build upon shared domain models. These modelsd caitologies capture the various
concepts and their relationships in a domain. Gruber (2hediean ontology in computer science
as a “speci cation of a conceptualization”. By annotatingvsge descriptions with concepts from

an ontology, one can add Semantic metadata that captur@seifeing in a service description.
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semantics for services can be classi ed into four categorid Data semantics that capture the
meaning of data elements in a service; 2) Functional sepnsatitat describe the functional capa-
bilities of a service; 3) Non-functional semantics to motled non-functional properties and 4)

Execution semantics to capture the various executionsstate faults (Sheth (61)).

This dissertation builds on past research in the area of B&gtm&eb, Semantic Web services
and Service Oriented Architectures, and is one of the r&rapts to address the problems of
description, discovery, and data mediation in the cont&RBESTful services. We also address
the problems of discovery and dynamic con guration of SetitaWeb services and have devel-
oped techniques for systematic integration of RESTful sesvi In doing so, this work makes the

following contributions:

1. Description: Service description plays an important role in discoveatadnediation and
con guration. Our earlier work on WSDL-S (Sivashanmugetral. (67)) matured into the
W3C standard for Semantic annotation of WSDL and XML schemd&\{(SBL) (Verma and
Sheth |(78)). RESTful services however, do not have a formal W&&scription and are
often described in X/HTML documents. The two shortcomingsasldress are: 1) lack of
Semantic information and 2) dif culty of extracting sereiinformation such as operations
and data types from these descriptions. We address boths# thsues by adopting a micro-
format based approach. Microformats are a lightweight wiagdaling additional metadata
to Web documents using existing X/HTML tags. The SA-REST ofmmat, rst proposed
in Lathemet al. (28), is a mechanism for adding Semantic metadata to RES&fulce
descriptions . In addition to RESTful services, SA-REST cao &#le used as an annota-
tion framework for any resource on the Web. The hRESTs micnatallows a user to add

3
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markups to describe the service information and is disclissKopeckyet al. (26).

. Search and Ranking: Web service discovery is the one of the most studied probiems
the area of Semantic Web services. However, most of the pdstarent research address
service discovery in the context of SOAP / WSDL services. Ia tlissertation, we present
a search engine for searching and ranking RESTful APIs (Gamad al. (17)). Our work
borrows ideas from faceted search discussed in Vickery &nél) Spiteri [(69), document
classi cation and indexing. We have also developed an délyorcalled ‘Serviut ranK for
ranking Web apis based on their utilization. We also discussegistry framework for dis-
covering and ranking SOAP services (Gomadztral. (18)). While much of the prior work
in this area (Benatallaét al. (3); Paoluccet al.(51); Li and Horrocks (30); Sivashanmugam
et al. (66)) has focused on inputs and outputs, the work presermtedfactors in data, func-
tional and non-functional requirements. Chapter 4 disafise contributions in the area
of RESTful API search in detail while Semantic Web serviceeovgry in the context of

SAWSDL services is presented in Chapter 5.

. Data mediation: Data mediation is one of the most studied problems in connmaience
research. This problem has been studied in the context di-dathbase and heterogeneous
database systems( Kashyap and Sheth (25)), work ows andcgeDriented Architectures.
Much of this work involves automatic mediation. More recesgearch such as Nagarajan
et al.(46), explores techniques for reusable approaches to schediation using Semantic
annotations. In this work, we discuss an approach that ledésithe dif culty of mediation
between two schemas for a human. We have de ned a quanti atgd&ic called medi-

atability in Gomadanet al. (19) and have developed scalable and ef cient algorithms fo
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calculating the same. We have also investigated approd&chasservice oriented approach
to mediation or data mediation as a service. This would atlesvtask of mediation to be
seamlessly integrated into dynamic compositions @Wal. (81)). De nition and computa-

tion of mediatability is presented in Chapiér 6.

. Declarative Approaches for Service Composition The ability to dynamically con gure
service oriented software is one of the signi cant outcoraeeur work in the area of de-
scription, discovery and data mediation. We have devel@p8dmantic Web service mid-
dleware that supports deployment and execution of absiulastriptive applications (Go-
madamet al. (20)). These applications are created by integrating tateplthat capture
requirements. The actual services for these requiremeagiscovered and the application
is con gured during its execution. We de ne mashups creaisithg this approach as Smart
Mashups or SMashups. We have developed a domain speci aémayfor specifying these
templates and the data ow within the application (Maximiliet al. (36)). A declarative

approach for service composition is presented in Chapter 7.

. Event Identi cation in SOA : In Chaptef 8, we propose a framework for automatically iden-
tifying events as a step towards developing an adaptive lewdde for Service Oriented
Architecture (SOA). Identifying events that can impact tlen-functional objectives of a
service request is a key challenge towards realizing a noaiptive services environment.
These events can either be user triggered in interactiviecappns such as mashups or can
be trigged by providers themselves. Our approach allows wis&apture their requirements
in a descriptive manner and uses this description for ilengj events of importance. This

model is extended to adjust the relevance of the events lmaséskdback from the under-
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lying adaptation framework. We present an algorithm thdizes multiple ontologies for
identifying relevant events and present our evaluatioas ireasure the ef ciency of both

the event identi cation and the subsequent adaptationrsehe



Background and Literature Survey

This dissertation addresses research problems in the@reasrice description, search, and inte-
gration. Central to the rapid adoption of Service Orientedecture has been the development
of standards and speci cations. Building on top of the ingen@bility of XML, Web service stan-

dards allow users to understand service descriptions &adecsoftware by integrating services in

a standardized manner.

2.1 Speci cation

Web Service Description Language (WSDL) is the W3C standarddovice description. The
WSDL 2.0, written by Chinnicet al. (7) is a standard describing amerfaceelement to capture
service operations, their inputs, outputs and excepti®SDL 2.0 recommends the document
literal approach for describing data elements. Data el¢sreme exchanged as XML documents,
thus facilitating data de nition reuse. WSDL also separdtesinterface from the implementation.
A speci c implementation of an interface is captured in #gviceelement. Thdindingelement

in WSDL describes a speci ¢ interaction mechanism, such atpol, to be used when invoking

a service.
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While WSDL and XML do address the issues of structural and syicteariations in descrip-
tions, they do not capture the semantic or the meaning obwarservice elements. For example,
currency units amongst different providers can be differ€he interaction protocols for complex
transactions can vary from provider to provider. While stddzation is an option, it is not realis-
tic to expect adopters to deviate from their current apgreacSemantic Web Services is an effort
to address this limitation, by creating richer service desons. The three notable efforts in this

area are OWL-S, WSMO and SAWSDL.

2.1.1 OWL-S

The OWL-S coalition consists of a group of researchers froamf®td, SRI, Maryland, College
Park, Carnegie Mellon and other institutes involved in Setmakieb research. The purpose of the
OWL-S coalition, as discussed in Burst&nal. (5) and Martinet al. (33) was to de ne an upper
ontology of Web services for semantically describing Wetvises. The motivation of OWL-S
was having the ability to express services in a machine pre¢gible language, so that various
aspects such as discovery, invocation and compositioneantomated. The Web Ontology Lan-
guage (OWL) has been chosen as the language for represdmgingtology. OWL has theoretical

underpinnings in description logics, which are a decidableset of rst order logic.

The ontology had three core parts: pro le (what a servicesjigarocess (how to interact with
the service) and grounding (how to invoke the service) (Maat al. (34)). The pro le describes
the inputs, outputs, preconditions and results (previocalled effects) of the service. The process
model is used to specify ordering between various operaficalled atomic processes in OWL-S)

using standard work ow constructs such as sequence, gpfitand choice. Finally, the grounding

8
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associated the pro le and the process model to WSDL le so thatservices can actually be

invoked.

2.1.2 Web Services Modeling Ontology - WSMO

The WSMO project on Semantic Web services includes a numhaestifutions primarily in Eu-
rope with DERI (Digital Enterprise Research Insitu)ebeing one of the lead institutions in the
project (Zarembat al. (83)Anicicet al. (1)Romaret al. (57)). It differs from OWL-S with reagard
to scope and underlying formalism. Unlike OWL-S, the WSMO ecbplans to create not only a

speci cation, but also an architecture and a comprehersgvef tools to support the speci cation.

WSMO de nes four main components: ontologies, Web servigeals and mediators. WSMO
de nes its own Web ontology language called Web Service Niogd_anguage (de Bruijret al.
(11)), which is based on F-logic. There are ve differentigats of WSML based on expressivity
and scope of the language. They are -WSML-Core (intersecfi@escription Logic and Horn
Logic), WSML-DL (extends WSML-Core to an expressive DescoiptiLogic), WSML-Flight (ex-
tends WSML-Core in the direction of Logic Programming), WSMLKR(extends WSML-Flight
to a fully- edged Logic Programming language) and WSML-Huihi es all WSML variants un-

der a common First-Order umbrella).

Web services in WSMO are de ned in terms of their capabilitiegrg preconditions, post-
conditions, assumptions and effects( Stollberg and N{Zei; Feieret al. (13)). The distinction
is that preconditions and postconditions represent ciamditon the information space (e.g., elec-

tronically placing an order) before and after the serviaesexecuted, whereas the assumptions

http://deri.org



2.1. SPECIFICATION August 25, 2009

and effects are conditions on the state of world (e.g., itetaadly being shipped). In addition, a
Web service may have an interface and non-functional ateg# Goals represent users request for
services and are also de ned in terms of desired capalsiliteeng preconditions, postconditions,
assumptions and effects. Mediators allow linking hetenegels components. There are four types
of mediators: ontology to ontology mediators (OOMediatog®al to goal mediators (GGMedi-
ators), Web service to goal mediators (WGMediators) and Welice to Web service mediators

(WWMediators).

2.1.3 METEOR-S

The METEOR-S research project is a follow-on to the METEOR (fdanaging End To End
OpeRations”) system presented in Krishnakumar and Shephf¢2dsed on work ow manage-
ment and addressing issues of formal modeling, centralizadell as distributed scheduling and
execution (including exception handling, security, suability, scalability and adaptation). The
work yielded two notable frameworks:1)WebWork discussgdViller et al. (42), a Web based
implementation and 2) ORBWork, a CORBA based implementatiore NIETEOR project ini-
tally started at BellCore in 1990 and was continued at the LIBSuntil 1998. A commercial
spinoff, Infocosm, Inc. and the product METEOR EAppS (fotdtprise Application Suite) are

other notable accomplishments.

Adapting to the SOA and semantic Web evolution, METEOR esdimto METEOR-S where
S stands for services (or Service oriented Architecturd)samantics. It was largely carried out
at LSDIS Lab during later 1990s and 2006. One of the signitazontributions of METEOR-

S research is the submission of WSDL-S speci cation as a W3Clmeeisubmission, along with

10
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IBM. In 2006, the W3C created a charter for the Semantic Anrmtatf Web Services (SAWSDL,
www.w3.org/ 2002/ws/sawsdl), which used WSDL-S as its primaput. SAWSDL became a

W3C candidate recommendation in January 2007.

De ning an environment that extends the principles of Seticafteb Services to the emerging
notions of Web2.0 and the People Web is the research digtiusskis dissertation. One of the
key initial outcome is a microformat for annotating servetascriptions in HTML called hREST
and a faceted extension called SA-REST. Both hREST and SA-RESIN &neir early stages of
research discussed in Shethal. (62). Figurd 2.1l illustrates the various conceptual parthe

METEOR-S project.

Dynamic Configuration
( Publicationand )
Discovery
- — — METEOR-S Web Service
Specification and Annotation \_Discovery Infrastructure )
. . R
Annotation . Data Mediation
METEOR-S Web Service Mediatability, XSLT based
Annotation Framework mediation
) Process Adaptation
— 4 Configuration A Adaptation
oA VSV%%?E'C;“;” - Multi-paradigm constraint Event Identification,
,» ©émantic analysis, Semantic WS Optimal adaptation
Templates, SA-REST \_Agreement matching

- AN J

Figure 2.1: Overview of the various components of the METE®fRamework.

2.1.3.1 SAWSDL

Verma and Sheth (¥8) discuss the Semantic Annotation of WSIIX3ML Schema (SAWDL), the
W3C recommendation for adding semantics to service degmmgptSAWSDL leverages on the ex-
tensibility of WSDL to add semantic metadata. This is donagitiemodelreferencextensibility
attribute of WSDL. SAWSDL supports both data type annotat®wall as interface annotations.
Data type annotations in SAWSDL can be done either at the téxtbe document root (top-level)

11
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or at the level of the document elements (bottom-level). @heotated XML schema can then
be mapped to a higher level semantic description. The wamsition from XML to a semantic
model is de ned adifting and the transformation from a model to XML is de ned lasvering
The de nitions of lifting and lowering, along with a systetiaapproach to data mediation is a

signi cant impact of SAWSDL.

The modelreferencattribute can be also be attached to interface and operagoments in a
service. The functional semantics of what a service doesgalith execution semantics related

to faults, are captured by annotating the interface, oeraind fault elements.

2.1.3.2 Semantic Template

A semantic template is a model to capture the requiremeratseuestor. This was rst discussed

in Verma (75). Formally semantic templates are de ned by:

De nition 1 A semantic templatd is a collection of template tern¥s f Ljpis a template term

Atemplate ternp= f!;M [ ;1,; 0, ;% ;p ;& gis a 7-tuple with:

2 1 the operation

N

M/ : set of operation model references
2 |, : operation inputs and their model references
2 O, : operation outputs and their model references

2 Y, : operation level term policy and the non-functional senamt

12
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2 p : operation precondition

2 g : operation effect

The template term = f2;2;2;2;Y4g;2;2g de ning just the term policy de nes semantic template

wide term policies.

In the example described in Figurel2!2js the operation PO_Order_HDD. The operation model
referenceM, , is the concept PurchaseOrder in the functional ontology.is the input Or-
der_HDD_Input along with the model reference PO_IngDt .is the output Order_ HDD_Output
along with the the model reference, PO_Output. This modhelslata and the functional require-

ments of the manufacturer.

Term policies can be speci ed either for individual opevas as part of their template term
or for a complete semantic template through the template figr The term policy with assertions
on SupplyTimendSecurityin Figure[2.2 is an example of a semantic template level poiéhen
a term policy is associated with an operation, the scopeeptiicy is limited to that operation.
Such a term policy is called operation level term poligy); In Figure[2.2, the term policy with
an assertion on thgnitPrice is an example of operation level term policy. Together, graantic
template level and and the operation level term policy fonmeffective policyof an operation.

Formally this is de ned by:

De nition 2 Given a semantic templa® = f; ;2 hg the effective policyes (! 1) of an

operation! (i = 1;:::;;n) is de ned as

Yerr (1 1) = Y4 Ya,

13
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A term policy is de ned as a set of assertions. Each assedansists of a policy constraint

and a model reference, which describes the assertion sealbnt A policy constraint, nally,

is a key-value pair describing the non-functional constrairhe policy constraint can be either
a logical constraint speci ed in the assertion or importeshf an external policy speci cation.

The constraints on th8upplyTimeandUnitPrice illustrated in Figuré 2]2 are examples of policy

constraints speci ed in the assertion.
De nition 3 A term policy¥s= f ®®is an assertiorg where® = (Mg); Cp).

A given policy constraint can be a quantitative constraird qualitative constraint. The constraint
on the supply time is an example of quantitative constrdihe constraint on security is an exam-
ple of qualitative constraint. The constraint on securigp@emonstrates how external policies can
be imported. The effective policy for the PO_Order_HDD @pien then includes the constraint
on the unit price modeled on the operation level as well asdearity and supply time constraint

modeled on the semantic template level.

2.2 Discovery

One of the central contributions of this research is in tleaaf Semantic Web services discovery
and policy matching. There has been a lot of work in the arezeofiantic Web service discovery.
Much of the earlier work in this area such as work by Paoletal. (51),Li and Horrocks/(30)
and Benatallatet al. (3), has primarily focussed on discovery based on the seinjguts and
outputs. A matching algorithm between services and regquestescribed in DAML-S (Paolucci
et al. (51)) . A match is determined by comparing all the outputs gliary with the outputs of
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<semanticTemplate>
<templateterm>
[ <termpolicy>
<assertion>
<constraint ref="sec-policy.xml"/>
<modelRef>sec-ont#level3</modelRef>
</assertion>
<assertion>
<constraint> supplytime<4 </constraint>
<modelRef>qos-ont#Supply_Time</modelRef>;
</assertion>
</termpolicy>
/h:mplntph:rm
<templateterm>
<operation>PO_Order_HDD</Operation>
<modelRef="urn:func-ont#PurchaseOrder” >
<Input name="Order_HDD_Input"
modelRef="urn:func-ont#PO_Input”/>
<outputt name="Order_HDD_Output"
modelRef="urn:func-ont#PO_Output”/>

Template Level Policy )

<termpolicy> Operation Level Policy
<assertion>
<constraint> unitprice<100 </constraint>
<modelRef>qos-ont#cost</modelRef>
</assertion>
</termPolicy>
</operation>
</templateterm>
</semanticTemplate>

Figure 2.2: Semantic template modeling the requirementiseoffame manufacturer for ordering
hard drives.

a service advertisement and the inputs of the advertisewiéimthe inputs of the query. Various
degrees of match are identi ed by computing the minimal afise between the concepts in a
concept taxonomy. Li and Horrocks (30) present a descrnigbgic based approach for service
matching using DAML-S ontologies. A match is obtained by paming the inputs and outputs of a
service request and a service advertisement. In additithretexact match, plugin and subsumption
matches were discussed by Benataéiahl. (3). This is an approach to rewrite discovery requests

into a form that can be expressed as a conjunction of Webcssrin a given DAML-S ontology.

The work mentioned in this dissertation takes a more holegpproach to service selection
by comparing the data, operation, domain and non-fundtise@antics captured in service de-
scriptions and policies. The above mentioned work assusr@gss to contain only one operation
whereas in this work services are assumed to have multieatipns. Allowing requesters to

specify their level of expected match in the request bringgbility to the selection process that
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is lacking in previous work. Sivashanmugatral. (66) and Paolucat al. (51) discuss techniques
to represent semantic descriptions in UDDI registries. |iR@bet al. (51) rst proposed an ap-
proach to importing the Semantic Web into UDDI by mapping DA service pro les to UDDI
records. Sivashanmugaghal. (66) proposed an approach that maps a semantically andctte
vice description to objects in the UDDI data model. Rathentmapping the semantic information
to objects in the UDDI data model, this work actually creaibgects that describe the semantic
information and associate them with the objects in the UD&&adnodel. In addition to semantic
information obtained from service description, the relaship between service interfaces along
the dimensions of domain, operation and data is computedstmned. This allows seamless in-
tegration of semantic reasoning capabilities during discg without changing the objects in the
UDDI data model. Zarembat al. (83) presents a goal based approach for service discovery fo
collaboration establishment. When an agent wants to coaaovith someone, the objectives of
the agent are captured as a goal. Other agents that cantfusligoal are then discovered. This
work again assumes services to contain just one operatibis i3 the key difference from the

research described here.

There have been a handful of Web applications that falifa¢ categorization and searching
of Web APIs, of which ProgrammableWeb is the most populangRrmmableWeb allows users
to add, tag, and describe APIs and mashups. Programmablpktfeidles category-based API
browsing and searching. Two other categorizations worthtimeing here are Tech-News and
TechFreaks. Both of them offer very good API categorizatimr,do not provide search or other
capabilities provided by ProgrammableWeb. The applicatimentioned above support limited

faceted search and do not have a ranking mechanism. Thedasearch technique discussed in
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this dissertation offers a more exible faceted search ehiso ranking the APIs based on service

utilization.

2.3 Data Mediation

The third contribution of this work is a computable metric foeasuring the ease of mediating
between two schemas. Our research is inspired by and byilols the past work in the areas
of database, XML and ontology schema matching. There habe®t any previous research to

estimate the degree of human involvement in XML schema niedia

Since the early work on federated databases by Sheth anon_@4), interoperability among
databases with heterogeneous schemas has been a welthesemsue. Milleret al. (43) and
Madhavaret al. (32) have discussed approaches to matching that transktendgeneous models
into a common model. Pa#t al. (52) discusses an approach for automatic annotation byecbnv
ing XML descriptions to schema graphs to facilitate bettatching. Melnik (38) abstracts the
mappings between models as high level operations indepenéithe underlying data model and
the applications of interest. Meln#t al. (39) discusses an approach to computing the matching
between two schemas based on similarity ooding. The apgrgaiesented by Melnikt al. (39)
computes the similarity of an element, based on the siryilafi the neighboring elements in a

graph.

The various heterogeneities that can exist between twonszhes discussed by Kahsyap
and Sheth.(23). Nagaraja al. (47) further extended this in the context of Web servicesnh

message level heterogeneities between two interopenataigservices are studied in detail.
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In the area of semantic Web services, the WSMO project (Zaaanal. (83)) which coined
the termData Mediation is most relevant to our work. Much of the focus of WSMO reskdras
been in ontology mapping. Cimpiaat al. (8) discusses a mediator based approach to address data
and process mediation. Mocan al. (44) present a formal model for ontology mapping. Mocan
et al. (44) further discusses the role of the formal model in crepind expressing mappings in
WSML, based on semantic relationships. Stollbetrgl. (71) discusses an integrated model based
on data level, functional level and process mediation fer$emantic Web with the main focus
on services created using WSMO. Ontology matching and mgppia vast area of research. In
addition to the WSMO approach to ontology mediation, Calvae¢sl. (6) and Menaet al. (40)
among others also address this problem in different cositetowever, as discussed before, the
measure of dif culty in data mediation (as captured by mehdity) and comprehensive evalua-

tion with real world data as presented in this work was presfip missing.

2.4 Composition

Automated Web service composition has received much aitefrom the academic community.
The work in composition can be divided into two groups - 1)oawited composition using Al
planning, 2) nding services for prede ned abstract praaes Our work falls in the second group

and we now present an overview of previous research in tiesareas.

One of the earliest works that proposed using Al planningVileb services was presented
in Ponnekanti and Fox (54). It was based on the assumptioalihservices were data providing

services and all the services were represented as horrofutes form (inputd outputs). Based
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on initial inputs and desired outputs the system would geeex composition of services by using
a rule engine and forward chaining. A fundamental aw witlsttvork was that the authors ne-
glected considering the preconditions and effects of tindcses, since it is possible that services
with the same inputs and outputs may have exactly oppogéetsf(addition and subtraction ser-
vices may have identically typed inputs and outputs but spe@ffects). Another work Mcllraith
and Son|(37) proposed using Golog to represent high levab@ad then use a prolog reasoner
to come with a concrete plan. There were constraints de rmedstditable action in each state
based on user preferences. Since Golog is a high level progirsg language, it was unclear how
much automation was achieved beyond the selection of Welicesrbased on the user de ned
constraints. Composting services using Hierarchical TaskviNrk (HTN) planning was proposed
in Wu et al. (80). HTN divides plans into sub-plans and recursively sslthe sub-plans. The
ordering has to be speci ed between sub-plans and it is lwantsiasure the amount of automation
achieved. An approach that uses semantic relationshipsbatpreconditions and effects of ser-
vices for automated composition is presented in Lin andap(31). Thus, most of the prominent
work in Web service composition that uses planning tectesda either overly simplistic or the
high complexity of representing the input to the plannesdalalled goal) makes the level, quality
and value of the automation achieved unclear. In additiom effforts to date have not presented
a notion of global optimality or global constraints. In oyimion, while using Al planning for
Web service composition represents an interesting rasgaoblem, due to the aforementioned

problems, it may be quite a few years before it is applied ahweorld settings.

The second technique for Web service composition involveatimg executable processes

from abstract processes by using user de ned constraintadiang the services for the processes.
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In this technique, processes of any complexity can be ateassmually and then they can be con g-
ured by selecting the services on the basis of the congréintashanmugaset al. (65) presented
an approach for representing the functionality of eachngarservice of Web processes (repre-
sented in BPEL) and using Semantic Web service discovendmaséunctional (what the service
does) and non-functional (cost, time, etc.) requirementsd services for the process. This work
only allowed static binding and did not have a notion of glafgatimality. An approach for rep-
resenting inter-service dependencies in a Web procesg GWL ontologies and accommodating
them using a description logics reasoner was discussedmaét al. (77). Early results of com-
bining the notion of optimality and generalizing intera@ee dependencies to logical constraints

were presented in van der Aalst and Basten (73).

Raoet al. (55) discuss the use of the GraphPlan algorithm to sucdgsginerate a process.
The notion of considering the interaction with the usersriorpd the planning ef ciency, but the
approach discussed in Raval. (55) approach suffers from the extent of automation. Alss th
work, unlike ours does not consider the input/output messafgema when generating the plan,
though their system does give alert of missing message tosies. This is important because an
operation's precondition may be satis ed even when thermisuitable data for its input message.
Another limitation of their work is that the only work ow ptErn their system can generate is
sequence, although the composite process may containgatierns. As the reader may observe

from the described in Chapter 7, other patterns such as loepso frequently used.

Duanet al. (12) discuss using the pre and post-conditions of actiods @mutomatic synthesis
of Web services. This is initiated by nding a backbone patbne weakness of their work is

the assumption that task predicates are associated wihk (positive integers). Their algorithm
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gives priority to the tasks with higher rank. However, tsi€learly invalid if the Web services are
developed by independent organizations, which is the camease and the main reason leading

to heterogeneities.

Pistoreet al. (53) propose an approach to planning using model checkingy €ncode OWL-
S process models as state transition systems and clainag@wach can handle non-determinism,
partial observability, and complex goals. However, th@pr@ach relies on the speci cation of
OWL-S process models, i.e., the users need to specify theaatten between the operations.
This may not be a realistic requirement in a real world sdgenahere multiple processes are

implemented by different vendors.
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Motivation: Web applications, the way you

want them

The Web has developed into a platform for users to create lague £ontent. Technologies such
as blogging and tagging have made it possible for most peogeeate new content that is multi-
modal (such as videos and pictures) and share it with otlesu3his idea of “read-write Web”,

however is still to be realized in creation of Web applicaioOn one hand, creating Web appli-
cations has become as easy as integrating data from tweaegywhile on the other, the complex
details that one must understand before developing thenesriakimost impossible for people to
create their own application. These primary motivationtfos dissertation is to explore the idea

of read-write Webn the context of Web applications.

We will now describe an example of a personalized Web apicaServices such as Google
Mapg and mobile applications such as Arouncﬁ/ﬁdlow users to search and nd information such
as fast food restaurants, near a particular location. Hewéhey often involve a series of actions
that a user has to perform, such as search and selection.n@zistp these applications to perform

certain actions, when they are loaded, can be an arduousltiaskmotivating scenario is inspired

http://maps.google.com
2http://www.tweakersoft.com/mobile/aroundme.html
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by our personal experience when going on road trips.

John Doe is going on a road trip from Athens, GA to Hawthorn¥,\Wa Dayton, OH and
would like an application that gives him a list of McDonaldsar him at any point. Applications
such as AroundMe can do this, but also require inputs from haiving these inputs would be
dif cult when he is driving. John would like to have his ownngenalized application that shows
him a list of restaurants, when opened. In this dissertati@identify the series of research issues
involved in creating a platform for John, that allows him teate simple applications, with limited
or no programming. We identify and address four importas¢aech problems in creating such a
platform. We also mention the kind of semantics involvedddrassing each problem. Figlre]3.1

illustrates the motivating scenario and the contributiofihis dissertation are highlighted.

-
Find Services to get a list of 89%!/*,'$%&'/(*:
McDonalds restaurants ;9%3"+*-)'(6%

\ 4

Specify integration rules

-Qo, k| "1,
including mediation rules 19%630/(],")%

* 7B g

[ 890/03/,/0/02'35"/,"-#%]

\ 4

89%3"*0/(/,")'%
Deploy to device <-75-+""-#
;9%3'50-67'#,

nnnnnnn

Ruversioe.

aaaaaaaaa

Figure 3.1: Steps involved in creating Big Mac nder applioat
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1. Finding the right service The rstimportant challenge that we address is the seagcand
ranking services. In our example, we will have to rst nd seres that will give us a list
of restaurants near a location, map the locations on a maga@mcbrt physical addresses
to latitude longitude pairs. Further, services use difieraodeling and representation ap-
proaches to describe data. Examples of these include JS@NXMi. It will be easier to
integrate the services that have the same data model. Fapéxaif all our services used
JSON, integration will be easier than if one of the servicesduXML and the others used
JSON. An example search query for our scenario wouldHbed'a mapping service that uses
JSON. We discuss a two fold approach. In Chapier 4, we proposegoritim for search-
ing and ranking descriptive API documents on the Web. Disppwef conventional services
described more formally in WSDL / SAWSDL is discussed in ChapteOur algorithms
and tooling will enable John Doe to nd a service that givesadf McDonald's restaurants
around a location, and a service that will geocode and revgescode. Finding the right

service involves exploiting the data, functional, nondtional and executiosemantics.

2. It's all about making the data ow: Having found a service that will help him geocode
and reverse geocode, John can now identify his locationandiates and also in a physical
location. The restaurant nder service takes in a latitudd Bngitude pair and returns a
set of addresses. Finally, John needs to use a mappingeéovigetting directions. The
mapping service requires a collection of lat-longs. Howsdbe mediate between each
and every data element in this composition? Does the alditynediate have a bearing
on his choice of a service? These questions are answered pteCliia where we de ne

a metric calledmediatabilitythat determines the ease of mediation between two services.
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Figurel3.2 illustrates the mediatability between two scagin the context of image search.

Mediatability exploits data semantics

1#5%&!(
(1,

-2 HS%E((

|~ 6&(551 |
| TH&S'L |

P28 e
L,Zl"#&,,, J el ik

Figure 3.2: lllustrating the role of mediation in comparintage search schemas

3. Bringing services together: The most important part of creating an application iswiiréng
of services. Wiring is the task of combining services in a n@rthat when the composition
is executed, the desired output is created. Often one hastog languages like javascript,
WS-BPEL to create the wiring, making it hard for most Web uskr&haptef ¥, we discuss
a declarative approach for creating the wiring. More regente have developed a simple
script that interacts with our middleware on the IPhone taat be used for wiring. Wiring

and integration exploits data and functiosamantics.

4. Event handling: Handling events, such as alerting the user when he is neaxitore
when the service fails to return a result, is a critical pathe application. We elucidate an
approach for identifying various events based on the datiVarspeci cation in Chapterl 8.
While this discussion is centered around SOAP and the Welicsesrstack, one can easily

adapt the methods to our example.
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Of Faceted Search and Serviut Rank

Web application hybrids, popularly known as mashups, aated by integrating services on the
Web using their APIs. Support for nding an APl is currentlyopided by generic search engines
or domain speci c solutions such as Google and Programmivgdibe Shortcomings of both these
solutions in terms of reliance on user tags make the taskestiiying an API challenging. Since

these APIs are described in HTML documents, it is essertdifddk beyond the boundaries of
current approaches to Web service discovery that rely andbdescriptions. Given the descriptive
nature of Web APIs, one can adopt the principles that driaeckeon the Web. Fundamental to
search is document classi cation and vector based appesdonm the backbone of this. Further,
API search is rather a search on a speci c type of resourcas Tdentifying the features or facets
of this resource, would make it possible to extend keywosktaearch into more speci ¢, faceted

search.

The second important problem this dissertation addresséisei context of APl search is
ranking. As demonstrated by Google earlier in the decadé&jng and relevance play an important
role in determining the quality of search itself. A key metn ranking resources on the Web, is
the popularity of the resource itself. The Page Rank algorithiscussed by Page et. al in|(49),
uses the link structure found on the Web to determine théivelamportance of a particular Web
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resource. Borrowing this idea and further customizing ite® domain of APIs and mashups lays
the foundation forserviut rank The evaluation discussed at the end of this chapter compare
faceted search with existing approaches for APl search amtbdstrates the usefulness of this

approach.

4.1 Overview

The twin tasks of information retrieval, classi cation amtlexing, form the core of the faceted
search algorithm. APIs are classi ed and indexed based ertatms in the API and available
user tags. Indexing, search and ranking are built on top dif kmewn document classi cation

algorithms. This Section presents a brief descriptiondiméques used in classi cation, searching

and ranking of APIs.

1. De ning Facets for Web API search: The ability to classify APIs based on their facets
is key to faceted classi cation. Identifying and modelirgetdifferent facets for Web API
search is the rst step, accomplished by adopting the sstem-procedure for building a
faceted classi cation, based on the work of Vickery! (79) &piteri (69). The rst step is to
collect representative APl samples to de ne the scope ofltireain and the facets. This set
of Web APIs was selected from a wide variety of domains, chdsethe richness of their

description, which were manually inspected to isolate thecepts that they described.

We found that all APIs described the functionality providdie messaging formats sup-
ported, the protocols and the programming languages thgyosti((known as programming
language bindings). Using this information, one can créaiefacets for Web API search:
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1) Functionality, 2) Messaging formats, 3) Programminglsage bindings and 4) Protocol.
Further, each API also had information about the domain (m&p image search). The
principles of citation order of facets and foci, describedspiteri (69), can be applied to-
wards organizing these facets. For example, the domainnation found in APIs can be
categorized under the functionality facet. Current domaseld classi cation of APIs found
at ProgrammableWeb, TechFreaks and TechMagazine wereassattlitional inputs in this

step.

The end product is a taxonomy, snapshot in Figuré 4.1, thaleted?2 different domains,
11 messaging types, 2 protocols and 7 programming languadigs and is 4 levels deep.
Information about the APIs that were used to de ne categdsgealso preserved. The rest of

the system uses this taxonomy and sample APIs in order tsifglamseen APIs.

2. Classi cation of APIs using Facets: Traditional term vector based approaches were used
for classifying and indexing APIs. Each category (node sathlxonomy) has two initial sets
of term vectors created by considering a small set of reptaiee APIs (manually classi ed
in the categories) using bayesian techniques. One is a tectonbuilt from terms spotted
in an API and the other is built using user tags assigned t&\Ris. Subsequently, when
users add a new API, a term vector for the API is created bytisgagntries that are in the
API and in the category term vectors using a domain specitdyespotter. The APl is then
classi ed into relevant categories, based on the cosindagity of the APl and category
term vectors. An API is classi ed into only those categottiest pass a tuneable similarity

threshold. Classi cation of APIs is discussed in detail irc&@n[4.2.

3. Searching The system currently allows users to search on the follgWatets: 1) The
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functionality of the API, 2) Messaging formats, 3) Protqaoid 4) Programming language
bindings. The functionality is a mandatory facet for evengery, while the others are op-
tional. The search query is parsed to identify the servibasmatch desired functionality
using term vector similarity methods. Matched servicesaohecategory are grouped ac-

cording to their facets before being passed on to a servidermg module.

. Ranking: Services in each category are then ranked based on atitiiZactor. The system

calculates a service utilization score or serviut scorefmh API that is used to rank APIs.
The serviut score for an API is calculated by the number oftraps that use a given API,
the number of Mashups that are classi ed into the same fanaticategories as the API,
the popularity of the Mashups based on user score and the Adafxc ranlﬁ. Computation
of the serviut score and ranking of APIs is discussed in 8egfi5. While services like
ProgrammableWeb do offer a way to search for APIs, we betteatthis work is one of the

earliest to de ne a quanti able metric for ranking APIs.

The core components of the system and the details of thesfhsetrch algorithm are discussed in

the subsequent sections of this chapter.

4.2

Indexing APIs

Much like traditional classi cation procedures, we rsteate the weighted term vectors for the

categories under each of the primary facets. A term vectoaffacet is the union of all term

vectors of APIs classi ed in categories grouped under tlvet Facet tag vectors are simply the

http://alexa.com
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Figure 4.1: Snapshot of the Web APl Taxonomy

union of tags that users have assigned to the APIs in cagsggrouped under the facets. For any
new API that needs to be classi ed, we build a term vectorlierAPI that consists of terms in the
API that overlap with terms in facet term vectors and a tagoregbat consists of tags assigned by
the users. We use a term spotting technique that borrows hasit dictionary and edit-distance
based spotting techniques (68). Using term vectors ofsaatlictionary entries, we use a variable
window to spot an entity and their lexical variants (Levearghwith a string similarity >0.9) in an
API description. Finally, to decide which category an APassigned to, we compute the vector
cosine similarities between the API and category term agdséxtors. A tuneable threshold is

used to pick the most relevant categories for classifyiegXRI.

4.2.1 Creating Term and Tag Vectors

Typically, terms in a term vector have a weight assignedeontithat is indicative of their discrim-
inatory nature to a document or to a category. VariationstFetDF and the Naive Bayes method
are the most commonly used term weights in document classon (59). Here we explain how

we assign weights to terms and tags in their vectors.
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Weighted Term Vectors: A weighted term vector for a category is a collection of tgple
where each tuple contains a term and a relevance factor. éleeance factor is a weight that
is indicative of the association between the term and thegoay. The relevance of a tertn
to a categoryc. is measured by computing the conditional probabifi¢g: jt;). The conditional
probability can be interpreted as the probability that ant édhtaining the ternt; belongs to the
categoryc, . We start by nding term frequencies of different terms as¢he APIs. Let, be the
frequency of a ternt; across all the APIs in a given category. We can estimate thigaility that

any API in this category will contain this term as

) fe
ptijc) = X—— (4.1)
§
j

The probability of a category can be estimated as

"
p(c) = X (4.2)
JA;]
j
X
where,jA,j is the number of APIs i, and  jA;] is the total number of APIs across all cate-

j
gories. Using Equations 4.1 and 4.2 in Bayes theorem would ¥Aéc; jt;). The weighted term

vector WT(c) ) for a categone: then is

WT(c) = f(ti;p(citi))g (4.3)

The term vector for a primary facet is created by computireguhion of the term vectors
of the categories classi ed under the primary facet in th@teomy. The weight of a term in the
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facet term vector is determined by the number of categadnesare relevant to a term. A term that
has fewer relevant categories has a higher weight than atkexinihas a large number of relevant

categories. This is because, fewer categories indicatesgsgr relevance.

1
TT =f(ti;wy) : t;, 2 WT(¢) andw; = ——— 4.4
(ti; W) (c) TN (4.4)

whereCs(t;) is the set of relevant categories for a tefnde ned as
Cs(ti) = fo 1 p(cjti) > Og (4.5)

Weighted Tag Vectors: A weighted tag vector for a category is a collection of tuplé®re
each tuple contains a tag and a relevance factor. The r&evyaator is a weight that is indicative
of the association between the tag and the category. Congpihiérrelevance of a tag is similar to
computing the weight of tags in a tag cloud. The relevancetafa; to a domairc, is computed

as

f
R(Uf;G) = X——

Ug

The weighted tag vectoW U(c;) ) for a categoryc is de ned as

WuU(c) = f(ur; R(ur;c))g (4.6)

The approach to creating a the facet tag vector is similah@oone described for creating facet
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term vectors. The tag vector of a facet is de ned as,

X
R(ui; )

TU = f(u;w): u 2 WU(c) andw; = 'Tg (4.7)

, Where m is the total number of categories.

4.2.1.1 Bootstrapping Term Vectors

The initial term vectors for facets were created using tpeagentative APIs from programmableweb
that were manually classi ed into categories; see Secti@nPhe APIs were chosen based on the
richness of their description and their user popularity iagpammableweb. The representative
set consisted of 215 APIs across all categories. As in prnogrableweb, popular categories like
Search and Mapping had more APIs than categories like Dsgadnad Weather. The method for
creating the initial term vectors is determined by the nundalistinct terms that can be used to
describe a category. For the categories undenmtégsaging formatprogramming language bind-
ingsandprotocolfacets, the term vectors were created by manual inspectithre sepresentative
set of APIs. This was possible because the set of terms thdiecased to describe them is rather
sparse. Term vectors for the categories in the functigntlitet were obtained from the initial set

of APIs using Apache Lucene.
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4.3 Classi cation

In this section, we discuss the classi cation of new API®ioategories de ned in the taxonomy.
To classify an API, we compute the similarity between the ARd the categories in the taxonomy,

using their weighted tag and term vectors.

4.3.0.2 Computing Similarity

To refresh, an API-Term vectoAP | 1) is the collection of the spotted terms in an API while an
API-Tag vectorAP | ;) is created using user assigned tags for the API. To compatsitilarity
between an APl and a category, we use the popular cosineasiyiapproach, although other
techniques may well be applicable. We compute two simylanéasures, one over term vectors of

APIs and categories and other over tag vectors of the APIshendategories.

WT(c):API ¢
JWT(c)jjAP I 1]
WU(c ):AP 1y
JWU(c)jiAP I uj

®(API;c,) = (4.8)

®y(APIl;cy) =

Using the cosine similarity values, the overall similaditgtween an API and a category is

calculated as the weighted sum of the similarity over terntstags.

®&API;c;) = w® (API;c;) + W @, (API;¢cy) (4.9)

The similarity set of an APIA(API))is the set of the similarity values between the API aiidhe

categories. To eliminate the categories with weak sintylanre normalize using
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@ (c)= ®c)i (AVG(A(APL)) i ¥A(AP1)) (4.10)

whereAV G(A(AP ) is the average of the similarity values ar#A(AP | )) is the standard devi-

ation. The set of similar categories is then

sim_cat(AP1) = fc : @ (¢) > Og (4.11)

Example:We illustrate our method for classi cation with an examp@@onsider the categories of
Mapping, Geo and Photo and a mapping API. Bheand the®, values are shown in the table be-

low. Takingw; = 0:75andw, = 0:25and using Equation 4.9, we g&AP |; Mapping) = 0:73,

Domain | Term ®) | Tag®,)

Mapping 0.7 0.8
Geo 0.4 0.6
photo 0.1 0.0

®AP|; Geo) = 0:45and®AP |; P hoto) = 0:075 Using Equation 4.10, we g&t' (Mapping) =

0:64,@N (Geo = 0:36and®" (P hoto) = | 0:01L From Equation 4.1kim_cat(AP1) = f Mapping; Geay.

4.4 Searching

Here, we describe our method for a faceted search for Web. ARIsaddition to providing a
search based on the functionality, the exible faceteddeatso allows users to optionally specify
requirements related to the other facets. To allow the syaimn of faceted queries, we adopt
a command line approach to sear¢mage Search; MType: XML,GData; Protocol: RE&Tan
example of a search command to searchirfimaige searcrservices that use the GData or XML
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messaging formats and the REST protocol. Each facet is iddrly a facet operator, which
if used has to be accompanied by a facet search value (caledhsfacets). When the search
command is executed, the search query (functional facet}tzan search facets are identi ed by

parsing the search command.

APIs for a given search query are identi ed by rst identifig the categories that are relevant
to the search query. To do this, we nd the term that is the ramsilar lexical variant (Levenshtein
with a string similarity >0.9) of the search query in the ftional facet term vector. The terms
for other search facets are identi ed in a similar manneringishe lexical variants allows us to
accommodate for typographical errors in the search comm@nde the terms are identi ed for
all facets, the categories belonging to the set of relevatggories for the term identi ed in the
functional facet term vector are ranked in descending aotiheir similarity. The set of relevant
categories is de ned in Equation 4.5. APIs that are clagbiunder each of the categories are
selected and grouped. The APIs within each functional feaestgory are then grouped according
to their ful llment of the search facets. Serviut rankingsclssed in the next section, is used to
rank the APIs according to their service utilization. Figdr2 illustrates an example execution for

theimage searcltommand described above.

4.5 Serviut Rank

Once matched, APIs are ranked according to their relevareegths. Here, we introducervice
utilization (serviut) Rank, a method for rating APIs objectwebased on their utilization. In

computing the serviut rank of an API, we adopt the widely ptee notion that traf c and re-use
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Figure 4.2: Example of Search fonage Searci\PI's that
support XML or GData and use REST protocol

Figure 4.3: Serviut Rank Example

are reliable indicators of the quality of a Web resource.

The serviut rank measure is inspired by the PageRank (€tajg(49)) approach for ranking
Web pages. Central to the PageRank approach are the incomksgdi a page and the PageRank
of the source of the links. The Mashups that use a given APhaadogous to the incoming links
and their rating is analogous to the PageRank of the sourtedihks. The greater the number of

highly rated Mashups that use a given API, the higher thawsenank of the API.

To compute the serviut rank, we rst compute the serviutedor each API. The serviut score
of an API depends on the following ve factors: 1) The set ofgiaps that use the APMG,), 2)
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The set of mashups in the categoky ), 3) User assigned popularity of the mashupslin(P(M )
andM. (P(My)), 4) User assigned popularity of the mashupsvip and 5) Popularity of the
mashups based on Web traf c. The serviut score has two coemienThe rst component, user
popularity score, is the derived using the number of Maslamastheir user assigned popularity.

The second component, traf ¢ popularity, is derived using Alexa rankings.

To calculate the user popularity score, we consider the fsetaghups, their user assigned
popularity scores and the number of user votes. For each aiat use a given API, we rst

calculate the normalized popularity scoRy (M 4;)) using Equation 4.12.

Pn(Mai) = (P(Ma) i %P (M) (4.12)

whereP (M) is the average user assigned popularity for this mashugga@M.)) is the stan-
dard deviation of the user assigned popularity values fomakhups in this category. The user
popularity score for an API is calculated using the nornelipopularity scores of the mashups

that use the API.

V. X
Up(a) = vMa | Pn (Mai) (4.13)

where,V (M,) is the total number user votes for the mashups that use tHigddV (M,) is the

total number votes for all mashups in this category.

To calculate the relative traf ¢ popularity of mashups, west obtain the rank of all the
mashups in a given category using Alexa Web service. SineéAtexa rank is calculated for
the Web in general, and we are interested only in the traf garity of a mashup relative to other

mashups in the same category, we rst normalize the Alex.r&he normalized traf c popularity
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of a mashuM 4 2 M, is given by

Th (M)

T Ma) = T M)

(4.14)

whereTr (M) is the traf ¢ rank of the mashupM ,; andTy (M) is the highest traf ¢ rank for any

mashup il .

Using the normalized traf ¢ popularity de ned above and theer popularity score de ned in
4.13, we de ne the serviut score of an API as,

X
NT(Mai)

serviut(a) = wtifwuup(a) (4.15)

Serviut rank is a ranking of the APIs based on their serviates.

Example We illustrate the serviut rank method with an example. CarskPI1 and API2 illus-
trated in Figure 4.3. For the purposes of this example, wenasghat both of them are the only
APIs in a category,. From Figure 4.3V = f Mashupl; Mashup2; :::; Mashup7g, Map 1 =

f Mashupl; Mashup2; Mashup3; MashupdgandM ap, 1 = f Mashup5; Mashup6; Mashup7g.
The normalized popularity score, calculated using Equadid 2, is illustrated in Figure 4.4(a).

The normalized traf ¢ score, computed using 4.14, is iltastd in Figure 4.4(b).

Assuming the weight for the traf c rank to be 0.75 and userylapty to be 0.25 in Equation
4.15, the serviut(API1)= 2.51. Similarly, serviut(API2)=14. Using serviut rank, API1 would be
ranked ahead of API2. Even though Mashups creating using Aact higher Web traf c, the
fewer number of user votes and the poorer user populariipatied to the lower serviut score of
API2. This example also illustrates the importance andisignce of the social process in serviut

39



4.6. EVALUATION August 25, 2009

Figure 4.4: (a)Normalized Popularity Scores for Mashupsgu8PI1; (b) Normalized Traf ¢
Scores for Mashups using API1

Query | pWeb | ApiHut | Google
Queryl| 0.48 | 0.89 0.20
Query2| 0.61 | 0.83 0.13
Query3| 0.25 | 0.54 0.23
Query4| 0.70 | 0.82 0.37

Table 4.1: Precision : Apihut, PWeb and Google

ranking.

4.6 Evaluation

In this Section we present the empirical evaluations of oethmd for classifying and ranking Web
APIls. The data set for the evaluation was obtained by crawtie APIs in programmableWeb.
The APIs were then classi ed using the method discussed3n Bhe objective of our empirical
evaluations is three fold: 1. Evaluate the accuracy of ctagson through a user study; 2. Evalu-
ate the accuracy of our approach using conventional poecesid recall measures; and 3. Evaluate
the effectiveness of serviut rank using user evaluatiom.tfi® rst and third experiments we use

the widely accepted Cohen's Kappa statistical measure ef-nater reliability Cohen (9).
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Query | Precision| Recall
Queryl| 0.89 0.75
Query2| 0.83 0.69
Query3| 0.54 0.71
Query4d| 0.82 0.21

Table 4.2: Precision and Recall of ApiHut

4.6.1 Accuracy of Classi cation

To study the accuracy of classi cation, we presented ftemsers with eleven Web APIs and a set
of six categories. The users were selected across differegit of technical capabilities ranging
from occasional programmers to expert developers. Usensasked to rate the categoriegasst
similar, moderately similaandnegligibly similarfor each API. Categories (in the similarity set of
an API obtained by our classi cation method) were classilesed on a threshold de ned using
the average of the similarity values and their standardatievi. Cohen's measure was then used
to calculate the level of agreement between ratings assigpeisers and those calculated by our
method. The agreement for an API is the average of the agrediaiveen the user rating and the
rating calculated by our method for that API. The overallesgnent between the system and the
set of users is the average agreement across all APIs. Ussymeasure, the average agreement
between the system and the set of users was 0.627. Uponrfunspection of the agreement score,
we found that when the system classi ed a category as mostasj 40% of the users agreed with
the system. For moderately-similar classi cation, theesggnent was 47%. However, nearly 87%
of the users agreed with the system when a category was ethss negligibly-similar, thereby

demonstrating the effectiveness of our normalization @g@gh, de ned in Equation 4.10.

41



4.6. EVALUATION August 25, 2009

4.6.2 Precision and Recall

Our second experiment has two parts: 1) Comparing the poectdiour system (ApiHut) with

ProgrammableWeb and Google.2) Measuring the precisiomesradl metrics of our system.

To compare the precision of the results returned by ApiHudgRammableWeb and Google,
we used the following queries: Mpap; Protocol: REST?2) Video Search; messageType: XNl
Photo Editing; Protocol: RES&nd 4Geocoding; messageType: XMhince Google is a general
purpose search engine, it is not reasonable to expect ipjpostfacets. Hence, we appended the
functional facet (Map, Video Search, Photo Editing and @éatg) of each query witiveb service
apito create the queries for google. We used the advanced deatare of ProgrammableWeb that
allows for searching based on additional parameters. Hexvéve message format and protocol
facets are collectively called protocol in ProgrammablbWkhis limits the search option to either
a messaging format or a protocol. The results of the rst parthe experiment are illustrated
in table 4.1. In this experiment, we only considered the tBprésults retuned by Google. A
closer inspection of Google's result revealed that pagksigeng same API's description occurred
multiple times. For example, Google Maps API appears nddrlifmes in the 30 results, because
of the Pagerank. This skew in results validates our clairhdalgomain speci ¢ ranking approach

is needed to rank Web APIs.

The second part of this experiment measures the precismmnegall metrics. Since there is
no way to determine the actual number of services that shmutdturned for ProgrammableWeb,
we do not estimate its recall. To measure the recall of ouesysusers classi ed 100 services
into 4 categories. The user classi cation was used as the gfahdard. The results obtained by
using the same set of queries described above were compahetti@gold standard. The result of
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our experiment is illustrated in table 4.2. The averagelrgatues were around 70%. The recall
value for the geo-domain, however was very low (21%). Upath&r analysis, it was found that a
large number of APIs were either poorly described or the bolzay was inconsistent, leading to
poor quality of facet term vectors. One potential approacallteviate this problem is by manual

inspection and correction of the term vectors.

4.6.3 Effectiveness of Ranking

In this experiment we study the effectiveness of our rankieghodology and the adequacy of the
serviut rank as an approach to rank API's. Since rankingiig personal and subjective, to study

the effectiveness of the ranking methodology, users weeda® rank the results of seven search
gueries. The Cohen's kappa measure was then calculatederetireeranks assigned by users and
the results of the serviut rank. The average kappa scor&8fiddicates a strong agreement in the

ranks assigned by the users and the serviut rank.

To measure the adequacy of serviut rank as an approach taARISk we asked 40 users to
answer a short questionnaire. The questionnaire is alaitalline atApiHut survey. The users

were asked to respond to the following questions:

1. Is user popularity a suf cient measure for ranking an API?
2. Are the metrics used in serviut rank representative optimularity of an AP1?

3. Which one of user popularity and traf ¢ popularity is morglicative of the service utiliza-

tion?

2http://apihut.com/survey
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4. Is serviut rank, by itself a suf cient measure for rankihBIs?

Almost 93% of the users said that user popularity in itsetfrca be used for ranking APIs. This
vindicates our belief that while user participation is ayvenportant factor in ranking, it cannot
be the only factor. 98% of the respondents agreed that theasesed by serviut rank are rep-
resentative of the popularity of an API. Asked to choose ketwuser popularity and the traf c
popularity metrics, all of the respondents said that thiectppularity is a more important metric.

To the last question, 40% of the felt that serviut rank wasceut to rank APIs, while the rest

said that other metrics such as facet ful lment must be @ered into ranking. This evaluation

demonstrates that serviut rank as a measure is very usefuking APIs.
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SEMRE: A SAWSDL Based Registry

Dynamism and autonomy to business process developmentegholychent is one of the signif-
icant promises of Services Oriented Architecture. Manyliapfions that support operations in
today's global organizations can bene t from autonomouscpsses that can react to the changes
in the environments in which they operate in. A registry tban facilitate the matching of the
requirements of a process with services that can satisty,tiea key enabler. To do this, the
registry must be capable of understanding both the needie girbcess as well as the capabilities
of the services that may potentially satisfy them. Creatunghsa registry involves the following

challenges

2 To capture the semantics that would enable the unders@otirequirements and guarantees

2 Addressing scalability concerns involving semantic datacessing in the context of Web

service registries and,

2 To avoid the concerns related to prior registry implemeoiat such as UDDI. that adopts

relevant W3C standards for service description (SAWSDL andRulsy)

In this chapter, we discuss the architecture and implertientaf such a registry framework. Eval-
uation of the framework is discussed and this approach ispeoed to existing approaches for
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service discovery.

5.1 Motivation

In this section, we illustrate the importance of the registirealizing self-con guration and adap-
tation of business processes. Our scenario is a simpli pceentation of the production line of a
computer manufacturer. We have based our example on redd-saenarios described in Kapus-
cinskiet al.(24), and (IBM). Dell outlined the importance of dynamismnmentory management
to the overall optimality of a supply chain process in Kapuski et al. (24). The second scenario
showed the role of the registry in achieving dynamism in gouphain process is illustrated in

(IBM).

5.1.1 Motivating Scenario

Consider the production line in the supply chain of a compuotanufacturer. When an order is
placed, the manufacturer procures the components neededItthe order from the inventory.
The product is then assembled, tested, and shipped. Twatiastithat exhibit the need for self-

con guration and adaptation are:

2 Adding a new product line: The manufacturer would like to add a new line of less ex-
pensive laptops. Once the various components of produdgtenti ed, the manufacturer
has to select the suppliers from its internal registry. Tlaauafiacturer requires the suppliers

to provide two operations: one for ordering the componentsthe other for canceling the
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order, should the necessity arise. In addition to the twetional requirements, the manu-
facturer also has non-functional requirements on cost@ttdmponent and on the penalty
incurred for canceling an order. The selection of partnleas ineet these requirements is
critical to achieving the desired levels of optimality ofstprocess. It is therefore highly
desirable that the registry framework be able to selectlgrgghat meet the functional and
non-functional requirements of the manufacturer. Thisiade illustrates the importance of

a registry framework in realizing self-con guration.

2 |nventory Management As illustrated in the Kapuscinski al. (24), manufacturers prefer
not to hold large volume in inventory because technologyngka rapidly. However, an
unexpected rise in demand coupled with a delay in receigqgired components can create
a shortage of inventory. In such circumstances, the maturiacmust nd an alternative
supplier to ful Il its requirements. Ericsson's well-chmiled failure to react quickly when a
re disrupted its supply chain clearly shows the importantéeing able to nd alternative
suppliers (Shef (60)). This ability, again, is affected the ability of the registry framework
to select suppliers that ful Il the manufacturer's requirent. The inability of the registry in

this regard hampers the ability of the manufacturer to adapt

These scenarios underline the importance of the registaghaeving self-con guration and
adaptation. We now outline the challenges that need to beessled in order to create such a

registry infrastructure.
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5.1.2 Registry as the centerpiece

Designing an effective registry framework presents sévesgarch challenges, the most important
of which have been outlined here. Although these challehges been identi ed and addressed
with varying depth and success, we advocate an architetttateises registry as the centerpiece
and addresses the challenges in comprehensive manner.

Modeling semantics in the registry: The registry must support languages that allow service
providers to express their functional and non-functiomglabilities. The registry could then select
services based on the semantic information that is destribe

Support for publishing non-functional capabilities: For the registry to select services based on
the functional and non-functional requirements, it mugivalservice providers to publish their
non-functional capabilities.

Flexibility: The criteria for selection must not be too restrictive, siftanay be very dif cult to

nd services that exactly match the requirements. The retianust be able to specify the ex-
pected level of match for the different aspects of the reigies example, a requester can specify
that an exact match is needed with respect to the operatide asuf ciently similar match would
suf ce for the input and output parameters.

Ranking: The registry must be able rank the set of selected servigesllibe functional and non-
functional match.

Descriptive requirements: Finally, the requester must be able to create requiremieatslescribe
his functional and non-functional requirements. Such airegnent must also allow the requestor

to specify the level of match expected for the different edats of the requirement.

SAWSDL provides an elegant way to add semantic annotatioas/Nleb service description
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in WSDL. By supporting publication of services described in/&2DL we can address the rst
challenge. Semantic templates discussed in Section 2 .4ifér a way to create rich service re-
qguirements, and their use would allow a requester to cresgeriptive requirements. We brie y

discuss SAWSDL and semantic templates.

5.2 Service Models

5.2.0.1 SAWSDL

SAWSDL is a W3C recommendation for adding semantic annotatmlVSDL (Verma and Sheth
(78)) and is discussed in detail in Section 2.1.3.1. A seimasnplate captures the functional and
non-functional requirements of a service requestor. 8e&il.3.2 presents a detailed discussion
of semantic templates. In our registry, services that abdighed are described in SAWSDL and

discovery requests are made using semantic templates.

5.3 Business assertions in WS-Policy

The ability to describe the functional and non-functionagerties of a service is a rst step toward
selecting services that ful Il the functional and the namé€tional requirements. The functional
properties can be described using SAWSDL and semantic tégsplaAs illustrated in Section

7.1, the non-functional properties include business rthes capture business level capabilities
or requirements. In this section, we discuss our approaatesoribe business rules within the

WS-Policy speci cation. WS-Policy is a W3 speci cation for migsenting the policies of a Web
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<wsp: all>

<wspba: businessAssertion>
<wspba:constraintConcept>QoSOWL#ProductionT ime </wspba:constraintConcept>
<wspba:constraintOperator>QoSOWL#EqualOperator</wspba:constraintConcept>
<wspba:constraintValue>4</wspba:constraintValue>
<wspba:constraintUnit>OWLTime#Days</wspba:constraintUnit>
<wspba:constraintType>QoSOWL#PolicyGuarantee</wspba:constraintType>

</wspba: businessAssertion>

<wsp:exactlyone>

<wspba: businessAssertion>
<wspba:constraintConcept>QoSOWL#NextDayShippingT ime </wspba:constraintConcept>
<wspba:constraintOperator>QoSOWL#EqualOperator</wspba:constraintConcept>
<wspba:constraintValue>1</wspba:constraintValue>
<wspba:constraintUnit>OWLTime#Days</wspba:constraintUnit>
<wspba:constraintType>QoSOWL#PolicyGuarantee</wspba:constraintType>

</wspba: businessAssertion>

<wspba: businessAssertion>

<wspba:constraintConcept>QoSOWL#GroundShippingT ime </wspba:constraintConcept>
<wspba:constraintOperator>QoSOWL#EqualOperator</wspba:constraintConcept>
<wspba:constraintValue>5</wspba:constraintValue>
<wspba:constraintUnit>OWLTime#Days</wspba:constraintUnit>
<wspba:constraintType>QoSOWL#PolicyGuarantee</wspba:constraintType>

</wspba: businessAssertion>

</wsp:exactlyone>
</wsp:all>

Figure 5.1: Example of business assertions

service. The WS-Policy specifcation de nes a policy as aemibn of alternatives; each policy
alternative is a collection of assertidnsWS-Policy provides a exible grammar for describing
the non-functional capabilities and requirements of a Walise. Leveraging this exibility we

de ne a new class of assertions called business asserbatestribe business rules.

Each business assertion describes a business rule. Fpeimlkiness assertion is de ned as,

®=(C;0;V;U,;T) (5.1)

whereC is the assertion tern is the assertion operatoy, is the assertion valud)y is the
assertion unit in which the value is represented and the assertion type. The assertion term
refers to a business concept in the semantic meta-model iwh ¥ie rule is de ned. The assertion
value captures the value associated with the business gioinche rule. The value can either be
numeric or non-numeric. The assertion operator de nes ¢egtion between the assertion term
and the assertion value. The operator can be one of EqualsThan, GreaterThan and NotEqual

in the case of numeric values. In case of non-numeric vathesyperator can be one of Equals or

Ihttp://ww.w3.org/Submission/WS-Policy/
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Contains. The units in which the value is represented is destin the unit term in the business
assertion. If the assertion is non-numeric, then the asearhit is left empty. The assertion type
de nes if the assertion is a requirement or a guarantee. Basiassertions can be combined to
create policy alternatives using tiAdl and ExactlyOneoperators. The normal form of a WS-
Policy is a disjunction of alternatives and conjunction baasertions in an alternative. Figure 5.1

illustrates a nesting of the operators.

We illustrate the notion of business assertion with an exam@onsider a business rule of
a supplier. The supplier is capable of producing the produdéss than 3 days and provides
alternative shipping methods. The supplier can delivepteduct in one day or in three days. The

policy describing this business rule is illustrated in Feg6.1.

5.4 System Design

In this section, we discuss the design of a registry middiewlaat addresses the challenges out-
lined in Section 5.1.2. The design is illustrated in Figu2 Jhe system is composed of a storage
component that contains the objects in the registry dataehew a set of middleware components

that are responsible for service publication and selection

We adopt an evolutionary approach for designing the sysiather proposing an architec-
ture that is completely de novo we extend the data model irentregistry architectures to store
the additional information and add middleware compondrds énhance discovery and selection.
This is one of the rst attempts to integrate semantic reagpeeamlessly into a UDDI based reg-

istry. Current approaches to supporting semantic desenipin UDDI describe the additional se-

51



5.4. SYSTEM DESIGN August 25, 2009
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Figure 5.2: (a) System Architecture (b) Extending a UDDldabegistry

mantic information within existing objects in the data mi@aolucciet al. (50),Sivashanmugam
et al. (66)). By enhancing the data model with objects that des¢hbadditional semantic infor-
mation, we adopt a nonintrusive approach to supporting sémdescriptions. The evolutionary
nature of the design makes it easier for adoption while themusive approach ensures that the
current abilities of the registry are not affected by theeastons. Further, the registry employs
a hierarchical and independent matching technique thawalthe matching process to be paral-
lelized, thus making it ef cient. Figure 5.3 gives an ovewi of the matching process, discussed

later in the chapter.

Figure 5.3: Hierarchical matching of the SEMRE registry
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5.4.1 Components in the registry middleware

The middleware components of the registry are responsiblsdrvice publication and selection.
The main components that are responsible for publicatiertrepublication coordinatorand the
publication The publication coordinator coordinates the variousgakking publication. These
tasks include parsing of the service description, capgutite semantic annotations of various
service elements and fetching and storage of semantic mediels. Thepublicationis respon-
sible for publishing the service along with the semanticcdpsions in the registry. During this
process, it also coordinates the calculation of interfatationships between the interface that is
being published and those that are already in the regiskrgsé&lection coordinatois responsible
for coordinating the various tasks involved in service stb® such as discovering services that
ful Il the functional requirements of the request, selagtiservices that ful Il the non-functional

requirements of the request, and ranking the set of selset®ites.

5.4.2 Data Model

When a service is published, data models in registries sudib&d have objects to store informa-
tion about the publisher of a service, the technical infdromeabout the service interface and the
information necessary to invoke the service. A service lses\ace interface element that contains
the operations and the data elements of a service. The iafmmregarding the message formats
and protocol details that are essential to invoke a servieel@scribed in the binding element of
a service. In other words, the binding element contains #e=ssary information to invoke an
implementation of the service interface. The technicabrimfation described in the the service
interface element is stored gervice interface inf@bject. Each interface element in thervice
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interface info objechas uniquely identi ableservice interface identi er Service interface info is
the same as the TModel object in the UDDI data model, and thedeViKey is the service inter-
face identi er. The information necessary to invoke thevgas is stored irservice implementation
info object along with its service interface identi er. Each dimg information in the service im-
plementation info object has a unique binding identi er.el$ervice implementation info is same

as the binding template object in the UDDI data model.

In order to support semantic descriptions and service sefelbased on functional and non-
functional properties, we to enhance the data model sémantic interface link, interface re-
lationship and business assertiooBjects. The semantic interface link object describesitiie |
between the interface information of a service and the sémannotations on the interface, its
operations and their inputs and outputs. It contains aeatsr to the service interface identi er of
a service interface and the semantic annotations of thefaste operations and data elements of

the interface.

Theinterface relationshipbject is an exhaustive collection of semantic relatiopsbetween
the domain, operations and data elements of two serviceanes. Thenterface relationship
object contains the relationships between all pairs of sgimanterface signatures and along with
their respective service interface identi ers. The nondtional properties of a service are stored
in the business assertionsbject. Since each implementation can have its own nontifumed

requirements, the business assertions object also starésiding identi er of the service.

In addition to this, for ef ciency and optimization the ragiy also has provisions for storing
the various semantic meta-models that are referenced sethantic annotations. These are stored

in thesemantic modelsbject.
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5.5 Publication and Selection

In this section, we present the publication and selectigorghms used in our framework. First

we de ne a few concepts that would be used in our discussidheblgorithms.

5.5.1 De nitions

De nition 4 Semantic Interface Signature The semantic interface signature of a service is a
two tuple that captures the semantic annotations of the dokuad the operation information of a

service interface(Sl) or a template term in a semantic tateplFormally,

S = (MS; ) where

M S is the semantic annotation on the interface or the template telement that describes the
domain information angl is a collection of operations de ned in the interface or irettemplate
term. Each operatiop; 2 pis a tuple consisting of the annotation on the operation dreldata

elements. Formally,
b =(MH%;Dy)

whereM |, is a semantic annotation and each data elem@pt consists of the annotations on
the input and the output of the operation. Formally, = (M/,; M) whereM, is the semantic

annotation on the input anulg is the semantic annotation on the output.

De nition 5 Interface Relationship Interface relationship captures the relationship betwegao
semantic interface signatures over a semantic meta-médahally it is de ned as,
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Ir(Si; ) = (R®; R* RP) where

S andS; are the two interface signatureR® is the relationship over their interface elements,
RH is the relationship over their set of operations aRfl is the relationship between their data

elements.

The relationship between interface signatures is caledlbased on the relationship between the
semantic annotations on their entities in the semantic-metael. We now de ne the relationships
on the domain, operation, input and output entities of a séimanterface signature. For the

de nitions that follow, we consider semantic interfacersagures:

S =(M%;u)

S =(M%;y).

2 Relationship over the interface elemeRf]: R>(S;; S;) is de ned on the semantic annota-
tions on the interface element of a semantic template sigeafl he relationships over the

interface element are de ned as:

— Equivalent over interface(” 5): S " s S if M3 ° M3 in the semantic meta-model.

— Generalized-Similar over interfacgws): S; ws S if M5 w M3 in the semantic
meta-model.

— Subsumption-Similar over interfacgv s): Si vs Sj if M5 v M3 in the semantic

meta-model.

RS(Si; §j) exists between two semantic interface signatures, if atlyeodibove relationships
can be de ned.
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2 Relationship over operatiori8(): R¥(S;; S) is de ned on the semantic annotation on the
operation elements in a semantic interface signature. deraio de ne the relationship
over the operation elements between two semantic inted@ratures, there must exist a
relationship between their corresponding interface efgmédf a relationship exists between

the interface elements, we de ne the relationship over gt@toperations as:

— Equivalent over operationg” \): S; " . S;, if 8p,, 2 4;94, 2 1 JMHEm © MHn in
the semantic meta-model aBg, 2 |4;9,, 2 4 j M¥m = MHn:The” |, relation is
left total and surjective.

— Generalized-Similar over operationgw,): S; w, S;, if 844, 2 ;9% 2 K ]
M#Hm w MHn in the semantic meta-model. Thg, relation is surjective.

— Subsumption-Similar over operations(v ,): S; v, S, if 84, 2 K;9%, 2 K ]

M¥Hm v MHn in the semantic meta-model. Thig, relation is surjective.

RH*(S;; ;) exists between two semantic interface signatures, if attyeohbove relationships

can be de ned.

2 Relationship over data elemer$)): RP(S;; ;) is de ned on the semantic annotation on
the data elements in a semantic interface signature. I todie ne the relationship over
the data elements between two semantic interface sigsattmere must exist a relation-
ship between their corresponding interface and operatements elements. We de ne the

relationship over the set of data elements as:

— Equivalent over data element§ p): The equivalent over data elements between two

service interfacesisde ned aS, " p S, if M:« g ML'q andME ’ Mfl]?.

57



5.5. PUBLICATION AND SELECTION August 25, 2009

— Acceptable-Similar over data element€D ): S;°p S;,if M, v ML',i_ andM 2 w MS.

— Partial-Similar over data elements(, p): S, 0 S, if M, w Mth andM 0 v Mg.

RP(Si;S) exists between two semantic interface signatures, if arth@fabove relation-

ships can be de ned.

De nition 6 Semantic interface signatur& and S; are equivalent if they are equivalent over

interface, operations and data elements.
S SifS sS)MEST W S)MS 0 S).

The algorithms for publication and discovery can now be @l thased on the above de nitions.

5.5.2 Publication

Computing interface relationship is one of the key compasmenbur publication algorithm. We
rst discuss algorithm for calculating the interface redaship between two semantic interface
signatures. The relationship over interface between twaasdic interface signatures is computed
by rst identifying the relationship over the interface elent. The semantic annotation on the
interface element describes the domain of the servicefatter If the relationship over interface
doesn't exist between two semantic interface signatureeyy unlikely that the relationship over
operations and data, even if they exist would be useful inipaton or discovery. Hence, if there
is no relationship between the interface elements we do @oiedany relationship between the
two signatures. Since relationship over interface is dd ne two concepts, unlike relationships
over operation and data which are de ned sets, computiragiogiship over interface is the least
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expensive operation. We identify the relationship overdbéeof operations, if there exists one.
Finally, we identify the relationship over data elementsis Inot mandatory for the relationship

over data elements to exist. The algorithm for computingsraantic interface is shown below.

Algorithm 1 Compute Interface Relationship

RS = RS(S; Sy)
if RS existsthen

RH = R¥(S1;S,)

if RMexists then

RP = RP(S;Sy)

end if
end if
Ir(S1; S2) = (RS RYRP)

When this service is published, we rst create the semanteriace signature of the service.
From the semantic interface link data structure in the tagisve identify the semantic interface
signature that is equivalent to that of the vendor's setvi€such an interface signature already
exists, we identify the service interface info informati@ferenced in the semantic interface link
data structure. The implementation information of the \@lscservice is then added to the Service
Implementation Info data structure along with the serviderface info information identi ed. If
there is no semantic interface signature in the semankdiita structure that is equivalent to that
of the vendor's service, we add the interface informationthef service to the service interface
info data structure. This information along with the senmaimterface signature is then added to
the semantic interface link data structure. The relatiggsshetween the semantic data link of the
vendor's service interface and the semantic interfacesloflall the other service interfaces that are
already published is then calculated using the semangcfate signatures de ned in the semantic
interface link data structure. These relationships are #uled to the interface relationship data

structure. The non-functional properties of the serviaduding the cost information are then
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added to the business assertions data structure. Thethigdior service publication is listed

below.

Algorithm 2 Publish Service -1
publish-service[Semantically annotated service desongSD) and its policy¥3][h]

S= Semantic interface signature of the of the service inter{&l) de ned in SD.
CS= Collection of all the semantic interface signatures piigisin the registry.
if (9S°2 CSjS”~ S9 then
PublishService(SD)
Add the Sl to the service interface object
Add SI andS to the semantic interface links object
for S°2 CS do
Calculate [ (S; SY)
if RS(S;S%) andR¥(S,S") existsthen
Add 1 g(S; SY to the interface relationship info object
end if
end for
end if

If one were to provide just a service interface instead ofasdioally annotated service de-
scriptions and policies, then that service interface isliphbd in the registry. In that case the

Publish Service method is not executed.

We now discuss the algorithm for service selection.

5.5.3 Selection

The main motivation behind creating the registry middlesves to enable selection of services
that ful Il the functional and non-functional requirementf a requestor. In addition to enabling
service selection, the registry must also provide the retpuevith the exibility to specify the ex-

pected match level for there requirements. The servicetatealgorithm discussed below takes

a semantic template as the input. Service requesters kdeshgir functional and non-functional
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Algorithm 3 Publish Service-2
Add binding information to the service implementation abje
Y& Compute the normal form of the service policy
for Alternative A2 Ydo
Add A to the business assertions object
end for

requirements along with the desired level of match for eatfuirement in the semantic tem-
plate. The desired level of match for the domain and data exisncan be one of equivalent,
Generalization-Similar or subsumption-similar. The lesfematch over operations can be one of
equivalent, Generalization-Similar or subsumption-&amiFor non-functional requirements can
be speci ed as either mandatory or optional. The orderinthefmatch level foRS relationships
is” s > ws>V s. The ordering of the level of match for ti relationship is ,>w >v . The

ordering of the level of match fdRP relationshipsi$ p > °p> | p.

We rst discuss our approach to matching the functional nesqaents of a requester. From the
set of services that match the functional requirements,deatify the set of services that match
the non-functional requirements. Finally, the set of sagsithat ful Il both the functional and

non-functional services is ranked.

5.5.3.1 Matching Functional Requirements

The rst step in service selection is to calculate the semanterface signature), of the seman-

tic template that describes the requirement. Once the deniaterface signature is calculated, we
identify the set of domain, operation, and data relatigmsihich must exist between a semantic
interface signatur&®andsS for S°to meet the requestor's functional requirements. We cil th

the ful liment set. LetRE, RE andRE be the expected level of match over domain, operations
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and data elements respectively. The ful liment set over dn{R2) consists of all domain re-
lationships that are stronger than the expected level ofimathe ful liment set over operations
(RE) and data element&f) are similarly de ned. FoS°to ful Il the requirements of the service

I (S; S% must belong to the cartesian producR¥, RE andRP given by

R:£ REE£RP

The next step in selection is to to identify all semantic rifetee signatures$® such that
Ir(S;S) 2 RE £ RE £ RP. To do this, we use thimterface relationshipbject. We here recall
that theinterface relationshimbject is an exhaustive collection of interface relatiopstbetween
all pairs of semantic interface signatures. We identifySflsuch that the interface relationship

Ir(S;SY in theinterface relationshimbject is in the cartesian product de ned above.

Once allSCare identi ed, the service interface for eaBhcan be obtained from the semantic
interface link object. Services that ful Il the functionaéquirements can be identi ed from the
service implementation infabject using the service interface. From this set of sesvicat match
the functional requirements, we present our approach tetifgteto all services that match the
non-functional requirements in Section 5.5.3.2. The allgor for nding services that match the

functional requirements in given the algorithm below.

5.5.3.2 Matching Non-Functional Requirements:

Non-functional requirements are captured as operatiom, &d template policies in the semantic

template discussed in Section 2.1.3.2. The effective pd¢lg) of an operation in the semantic
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Algorithm 4 Select services that ful Il the functional requirements
select-services

S= Semantic interface signature of the of the template terthersemantic template.
Yats = Effective policy of the semantic template.

RE = Expected level of domain match

RE = Expected level match over the set of operations

R2 = Expected level match over the set of data elements

ComputeRz; RE;RP

ComputeR? £ RE £ RP

Identify all semantic interface signatur88such thatr(S;S) 2 RE £ RE £ RP

For eachSPfetch the service interface from semantic interface linjeob

Using the service interface object, fetch the set of sesuilcat ful Il the functional requirements
from the service implementation info object.

template is de ned as the conjunction of the operation golibe term policy of the enclosing
template term and the template level policies. We say thandce matches the non-functional
requirements, if its published policy matches the effecpwlicy of the each operation in the se-

mantic template.

Vermaet al. (77) propose a method for semantic matching WS-Policies. atellrhere that
a policy) is de ned as a collection of alternative&) and alternative is a collection of assertions

(®). Formally,

Ya= fA1; Azl Ahgwhere eaclA = T®;;®;,; i &g (5.2)

To match two policies, we compare their alternatives. Rdig is said to match policys, if for
atleast one alternativ&; 2 ¥4, there is an alternativd; 2 % such thatA; = A;. Equivalence
between alternatives is de ned on their set of assertiofi®rativeA; ~ A; if for each assertion

®; 2 A there is an assertio® 2 A; such tha® ~ .

We fetch the published policyj of each service that ful lls the functional requiremenarin

the registry and match it with the effective policy of eaclergiion in the semantic template by
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comparing their alternatives. L&t> = f ASg be a collection of alternatives such théat AS and

AT = f A gbe a collection of policies such thigg= AT.

We compare each alternativ¢ 2 A° with all the alternatived\[ 2 AT. A® = f®,g, where
each®, is a business assertion aA(ﬂ = f®,g, where eacl®, is a business assertion. For each
assertior®,, we check if there is an asserti®), such thatg}, ~ ®,. If ®, exists for all®,, then
AP~ Al and¥smatches/. If ® does not exist, then we look at the semantic meta-model to
see if there is are any rules de ned to compute the asseeion 6f®,. If there is such a rule, we
identify the assertions whose assertion terms are the gaeasnof the rule. We evaluate the rule

and compare the result wit,. If they are equivalent theA> AjT and¥amatched/,.

Similarly, we comparé/iwith the effective policy of the remaining operations in g&man-
tic template. If¥is equivalent to the effective policy of each operationntigeful lls the non-

functional requirements.

5.5.3.3 Ranking

Once the set of services that match the functional and noctifunal requirements are discovered,
we rank the set of services based on the degree of match. Tneedef match of a service is
an aggregate of the degree of functional requirements natdhthe degree of non-functional

requirements match.

We assign weights for the relationship over domain, refesdp over operations and relation-

ship over data elements.

To compute the degree of functional requirements match,ongpate the interface relation-
shipl g(S; S%) between the semantic service signat@® ¢f the service and the semantic interface
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signaturef) of the semantic template. The degree of match then is theo$tine weights of the
RS; R andRP in the interface relationship. For examplel i(S;S%) = (" s;” ;v P), then the

degree of match is sum of the weights of,” i andv P.

Computing the degree of match over interface relationshgs amt include the level of non-
functional match. All the services that are selected fule mandatory non-functional require-
ments. Hence itis not possible to separate one from anoéisedon the mandatory non-functional
requirements. However, a service that ful lls all the opidd requirements in addition to the
mandatory requirements is a better match. We use thisiougind assign a equal weight of 1

for each optional non-functional requirement ful lled.

The degree of match between a service and a semantic terigpllagn calculated as the sum
of the degree of match over functional requirements and dimefanctional requirements. The set
of selected services is then ranked according to the deireatoh. In case of two services having
the same degree of match, the service with a higher degraeofiénal requirements match is

ranked higher.

5.6 Evaluation

5.6.1 Implementation

In this Section we discuss the implementation of the regis®ur implementation is based on
open source implementations. Our middleware has two maalskties: 1) Service selection

and publication and 2) Matching of non-functional requiesnts. The publication and selection
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registry middleware was implemented as an open source Warkeby extending the source of
juDDI 2 open source registry framework and Apache Neethi WS-Polioggssing framework

3. To support storage of semantic metadata in the registryadded the objects discussed in
Section 5.4 to the UDDI data model in jUDDI. The SAWSDL“plementation of the SAWSDL
speci cation was integrated into the jJUDDI source to suggablication of services described in
SAWSDL. Components to support semantic templates duringdisg were also added to the
jUDDI implementation. The system uses the Jena semantieefraork for storing and querying
the semantic meta-models. The current implementationeagyistem supports both direct subclass
guerying and subsumption reasoning. We use the Jena implatioe of the SPARQL to query
language to query for direct classes. The Racer reasoneevrark handles the subsumption

reasoning responsibilities in the middleware.

Our approach to matching non-functional requirements s&tdan comparing the business
assertions described in WS-Policy. Towards this end, we @ & new class of policy assertions
called business assertions. We extended the source of Apéebthi framework to support the
processing of business assertions. We expressed our ssisules such as supply time is a sum of
production time and shipping time in the Jess rule langdagel the Jess rule engine was used for

processing the rules. Semantic meta models in the systedeaceibed in OWL.

5.6.2 Evaluation

The objective of this evaluation is four-fold.

2http://ws.apache.org/juddi/
Shttp://ws.apache.org/commons/neethi/
“http://knoesis.wright.edu/opensource/sawsdl4j/
Shttp://www.jessrules.com/
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N

To study the performance of the system during the publinadfcservice interfaces,

N

To study the performance of the system during the publinaiicservices,

2 To compare the accuracy of the framework in selection ofisesvagainst other approaches

to service selection,

2 To demonstrate the usefulness of the exibility of the prepd approach.

5.6.2.1 Test case generation

In order to perform the experiments, we generated 200 unsgueice interface de nitions in
SAWSDL. We selected ten domains from the NAICS industrialsilaation hierarchy. For each
domain, concepts in the supply chain ontology that wouldngethe operations were identi ed.
We then generated SAWSDL interfaces for all the NAICS domaues these supply chain on-
tology concepts. The input and output properties for eacitept in the supply chain ontology
were then added as the input and output annotations. To Btsmterfaces, we added binding

information and generated 1000 services.

The NAICS ontology is based on the NAICS industrial classiicattaxonomy. The sup-
ply chain ontology is derived from the RosettaNet standaodsdipply chain. The experimental
setup also included a QoS ontology. We extended the OWL-QuS3ogy developed by various
members of the semantic Web community to model supply chagéei€ QoS metrics such as
production cost, supply time, discounts etc. Rules are &socwith the concepts in the QoS
ontology and were modeled in Jess. For experiments relategatching of non-functional re-

quirements, we created 40 policies that contained variossbss assertions. These were attached
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Figure 5.4: Service Interface Publication Performance

to the services using WS-Policy attachment.

5.6.2.2 Experimental Results

The intention behind our rst experiment is to study the titagen for publishing service inter-

faces. This experiment would give us a good estimate of thmaanof computing the interface

relationship during publication. The results of this expent are presented in Figure5.4. The
time taken to add a new interface when there are no interiadbe registry was around 100ms.

This remained almost constant for the rst few interfacelmadtions. The time taken to add a new
interface increases with the number of interfaces. Astilied in Figure 5.4, this increase is not
monotonic because of way the interface relationship is edatp If a service interface belongs to
a domain that has a small number of published interfacen, ttieetime taken to add this service
interface will be signi cantly lower than the time it takes &dd a new interface that belongs to a
domain that has large number of published service intesfadke can infer that the only factor that
determines the publication time of a new service interfacit@ number of published interfaces
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Figure 5.5: Service Publication Performance

that share a relationship over domain with the new interface

Our second experiment studies the time taken to publish aseewice. In this experiment
we publish 1000 services. We study the time taken to publisérace both when a conforming
interface is present in the registry and when it is not. Trseilteof this experiment is illustrated
in Figure 5.5. We rst study the time taken to publish a seewehen the conforming interface is
present. As expected the time taken to publish the servimeskery little variation. Because we
store the interface relationships in the registry, the lgmolof nding the conforming interface re-
duces to querying the semantic signature table. Hence thleation time is almost constant. The
second part of the experiment was to study the publicati@enfices when the conforming inter-
faces are not published in the registry. The series in Fi§usecorresponding to this publication

shows signi cant variation.

The third experiment evaluates the accuracy of our disgoapproach when using different

match criteria. The results are illustrated in Figure 5.@& &%t this experiment up by identifying
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Figure 5.6: Impact of Match Criteria on the Accuracy

42 services in the registry that would ful Il our requirentenWe rst discover services based
only on the input and output elements. The matching algoritbnsidered only the relationships
over data elements. The number of services that matchedphe and output was 153. This
meant a accuracy of less than 30%. When the maitch criteriaxtasded to include operations,
the number of services that matched went down to 87. The acgwent up by more than 20
percentage points. When the match criteria included the dgroperation and data elements we
obtained the desired result of 42. This experiment dematestithe importance of considering all

the elements of a service while matching.

We then examined the performance of our algorithm to idgsgdrvices that ful Il the func-
tional requirements. The results are illustrated in Figuie The registry performed fairly well
in this experiment with the maximum time taken to discoveewise being only 60 ms. Our ap-
proach to discovery relies on the interface relationshtp/ben the requirement and the services in
the registry. This interface relationship is computednigithe publication time and is stored in the

registry. This experiment underlines the effectivenesthefinterface relationships in optimizing
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Figure 5.7: Discovery Performance

service discovery.
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Data Mediation, Mediatability and

Mediation as a service

Mediation and integration of data are signi cant challesideecause the number of services on
the Web, and heterogeneities in their data representattortinue to increase rapidly. To address
these challenges, a new measure named mediatability, vidiahguanti able and computable
metric for the degree of human involvement in XML schema ragain, is introduced, along with
an ef cient algorithm for computing the same. Experimerstaidies demonstrate the ef ciency of
the algorithm while highlighting the effect of semantic atations in easing the mediation process

between two schemas. Scalability of the system is also skl

The increased adoption of the REpresentational State Eiapafadigm (Fielding (14)) has
made it easier to create and share services on the Web. RESFites often take the form of
RSS/Atom feeds and AJAX-based light-weight services. ThelXMsed messaging paradigm
of RESTful services has made it possible to bring discreta ttain services together and cre-
ate more meaningful data sets. This is commonly referred toudding a mashup. A mashup
is the Web application created using two or more existing Afglication interfaces. Some im-
pediments in the creation of mashups are : 1) the programsikiligrequired to develop such

72



August 25, 2009

applications (largely due to the complexity of languageshsas javascript) and 2) the arduous task
of mapping the output of one service to the input of anothemfeworks such as Google Mashup
Editor* and IBM Sharable Codéave addressed the rst problem with reasonable successby ¢
ating programming-level abstractions. However, littlerkvbas been done towards helping the

developers in the task of data mediation.

The importance of understanding and addressing the pratfieiata mediation in distributed
systems is underscored by the volume of research in matemdgnapping heterogeneous data.
Matchingis the task of nding correspondences between elementshiarsas or instances. Once
the corresponding elements are identi edappingde nes the rules to transform elements from
one schema into another. Matching and mapping have beerstudiled by various researchers
including Kahsyap and Sheth (23), Nagaragral. (47) and Madhavaet al. (32) in different
contexts. Considerable research effort has gone into ngetimeworks that attempt automated
and semi-automated matching and mapping of heterogenexas @hese efforts, have yielded
limited success, however, and developers are often left thig dif cult task of performing the

mediation manually.

The end goal of traditional schema matching has been tolestaemantic similarity between
schema elements. However, semantic equivalence does atrgee interoperation. Depending
on the heterogeneities between the schemas , mediationdsrt@ even impossible to automate
(Nagarajaret al. (47)). Even when mediation is manual, it is hard to estimag¢ediegree of human
involvement in performing mediation between the two schenide goal of this work is to go a

step beyond matching and de ne mediatability as a measuttegeadegree of human involvement.

http://editor.googlemashups.com/editor
2http://services.alphaworks.ibm.com/isccore
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Evaluations demonstrate that such a measure would help useelecting services, especially in
the light-weight services scenario, where often one habto®e from a plethora of services that

offer the same or similar features with little separation.

Our experience with IBM Sharable Code (Maximilien and Ranal{@86)) largely motivated
this work in quantifying ease of mediation. In creating tle¢adcomponents for the IBM sharable
code mashups, a signi cant amount of effort was needed t thie correct data elements, often
from large and complex schemas. To illustrate, programeVabb.com, a popular RESTful API
directory, returns 71 services for the search keywaepping Most real-world services (for ex-
ample Amazorf , Microsoft Live °) model a rich schema, making them large and verbose. We
believe, based on our experience on creating real-worldhuopss(Shettet al. (62)), having a quan-
ti able measure of the degree of human involvement in meéaligtwould serve as a useful metric

in the selection of services.

This work makes two unique contributions.

2 First, we introduce the concept of mediatability as an iattic of the degree of human in-
volvement in mediation between two schemas. Further, weige@ quanti able de nition
of mediatability that takes into account the element leumilarity and the structural simi-

larity of the two XML schemas.

2 Second, we provide an ef cient two-pass algorithm for cotimpythe mediatability. The
similarities are computed in the top-down pass and the rtedalldy is computed in the

bottom-up pass. Further, we discuss an optimization tecienio get a better average case

Shttp://www.programmableWeb.com/apitag/?q=mappingl 42008
“http://soap.amazon.com/schemas2/AmazonWebServiegis.w
Shttp://soap.search.msn.com/Webservices.asmx?wsdl
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time complexity.

There has been activity in semantically annotating scheandssince they are a high indicator of
semantic similarity between two elements, it is valuablsde what this brings to the problem
of computing mediatability. We provide an experimentaldgttio analyze the impact of having

semantic annotations in determining the ease of mediattweden two schemas. We validate
our approach by comparing the mediatability scores geeefay our system against that of user

perceived dif culty in mediation. We also evaluate the sdslity of our system.

6.1 Motivation

"#$%&,"&

15968 (

1#$%&>23"((

"#$"%!"&$'()"1*+, 1"#$"%!"&$'()"I*+,
T-2:1"H#8%8&!(( =
.......... 1"#$"%!"&$'()"1*+,
Pgelo
VT BeAN( T o = ...
210 1 5670")1%(
"""""""" 1"#$"%-).
T TI0TT
i 2"&$'1 | | T#&8"1 |
| 2(H&l X G I
| 238415, | 2eme L1208

Figure 6.1: Search Services and Search Request Schemas

We illustrate the need for and the use of mediatability byakample of a developer trying
to create a mashup in which one of the services is an imagelsearvice. Examples of such
mashups can be found at Yahoo! Inc. (82). Services such a8t live search and Yahoo
image search return image results for a given search saimdjthe developer has to choose one
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of these services. Snippets of the Yahoo image search and®dit live search result schemas
along with the desired target schema of the developer arsridited in Figure 6.1. For purposes of
the example, we consider the schemas of Live and Yahoo inesgelsto be the source schemas.
As we can see from Figure 6.1, the live result schema is nesteédieep, while the Yahoo schema
is shallow. Given that both Live and Yahoo image search sesvieturn a set of images for a
given search query, one metric that can help differentiate/éen the two services is the ease with
which the developer can mediate between the schema of Wieesprovider and the target schema.

Mediatability is the measure of the ease of performing thesliation.

In the next section, we de ne mediatability and illustratéhnan example based on the source

and target schemas illustrated in Figure 6.1.

6.2 Mediatability: De nition and Computation

In this Section we present the conceptual de nition of meabdity between two schemas and
discuss our approach to calculating a concrete quanti ai#éic. Mediatability is de ned as the

measure of the degree of human involvement in mediation dmiviwo schemas based on their
semantic and structural similarities. The value of mediditg between two schemas lies between
0 (hardest to mediate; indicates signi cant human effort)l & (easy to mediate; indicates little

effort). Formally, mediatability between a target schéelnand a source schengais de ned as

¥T;S)= x:x2][0;1]

While we believe that such a notion can be de ned between anysthhemas (databases, ontolo-
gies), in this chapter we focus on computing the mediatglddr XML schemas. The conceptual
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de nition of mediatability cannot be used directly. We peas a computable and quanti able
de nition of mediatability between two schemas and disaussapproach toward calculating me-

diatability between two schemas.

6.2.1 Overview

Mediatability between two schemas is computed by rst cotimmuthe mediation similarity be-
tween the elements of the two schemas. The mediation sitpitzatween elements is a function
of their element similarity and structural similarity. Blent similarity between two elements is a

function of Semantic SimilaripWWordnet Similarity Lexical SimilarityandType Similarity

To compute the structural similarity, we rst identify thearest similar ancestor of the two
elements. The nearest similar ancestor between an elehiarthe target schema and an element
€ in the source schema is a pair of elemwﬁ,tsi;n target schema anej in source schema such
that € belongs to the similarity set af, ande;, is the nearest such elementdoin the target
schema. The mediation similarity betweenand €’ is de ned as a measure of the structural
and the semantic similarity between the two elements andus@ion of the element similarity
between them, the mediation similarity between their rstagienilar ancestor elements (NSA) and

the distance between the elements and their NSA.

The mediatability between an element in the target scherdaaanelement in the source
schema is computed in a recursive manner by computing théatabdity between the elements
in the two schemas. The computation is performed in a botiprmanner, beginning with the leaf
elements and terminating at the root element. This is riietl in Figure 6.3 (b). The mediatability

between two elements is the average mediatability betweein tespective child elements. If
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an element in the target schema is a leaf node, then the rabilitgt between that element and
an element in the source schema is same as the mediatioardiyndletween them. The formal

de nition and a detailed discussion about computing theiatadility is presented in Section 6.2.5.

We now present our approach for computing the mediataliilitietail.
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Figure 6.2: (a) Computing Element Similarity (b) Nearest i&mAncestor

6.2.2 Computing Element Similarity
Converting the source and target schemas into schema Higrtages is the rst step in computing

the mediatability. The schema hierarchy trees are createdverting each element in the XML
schema to a node that contains the name of the XML elemenseimantic annotation on that
element and the XML data type of the element. If the type of MiXlement is a complex type,
then the data type property of that node is empty. Complexstgmel references are expanded
in place. The in place expansion allows us to model the sclesraatree and removes the links
between different elements in the schema. In our discusgatenote the source schema hierarchy
tree asHs and the target schema hierarchy tredHas Elements in the source schema hierarchy

tree are denoted bg’ and the elements in the target schema hierarchy tree aréedelnys|.

Once the schema hierarchy trees are constructed, we cothputement similarity between
the elements itH; andHg. This is computed in a top-down manner starting with the addhe
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target schema hierarchy. To compute the element similavéycompare the elements in the target

and source trees. The element similarity computationustithted in Figure 6.2(a).

2 Semantic Similarityif semantic annotations are present in both the target andtsele-

ments, concept similarity is calculated by computing tHatirenship between the concepts
in the semantic model referenced by the annotations. Ifeéteionship between the con-
cepts is one of subclass, superclass or equivalence, theethantic relationship is used in
de ning the semantic similarity. Since the SearchResulinglet of the target schema and
the Result element of schema A in Figure 6.2(a) have annotataod the annotations are

equivalent, the semantic similarity between them is 1. Thde ned as,

8
% Wsub 1:a \ ts
Ssim (e|t, qs) =

0 t,, other relationships

whereWs,, andWs,, are scores assigned to subclass and superclass relah®asik, and

ts are the ontology concepts referenced by the source and targetations respectively.

2 Wordnet Similarity:If the semantic similarity cannot be computed or is zero, wegute

the wordnet similarity between the element names basedeorethtionship between them
in Wordnet (Miller (41)). In Figure 6.2(a), the Photo elerhehthe target schema and the
Image element in schema A are not annotated. Hence the stynbatween them is com-

puted using wordnet. Since they are synonyms, their worsingtarity is 1. The wordnet

79



6.2. MEDIATABILITY: DEFINITION AND COMPUTATION August 25, 2009

similarity is de ned as,

1 € synonym ofe?
Wsim (elt, qs) = :

8
% W*‘% & hyponym ofe?
% —Whépe e hypernym ofejs

0 , otherwise.

whereWy,y,, andWhy,e are scores assigned to hyponym and hypernym relationstspsc-

tively and d is the depth of the relationship.

2 Lexical Similarity: If both the semantic similarity and the wordnet similarigy zero, we

compute the lexical similarity between the element namesusdit distance. This is de-
noted byl i . In the example illustrated in Figure 6.2(a), the lexicatigrity between the
SearchResult element of the target schema and the SearcimBegpement of Schema A is

computed, since their semantic and wordnet similaritieszaro.

2 Type Similarity:The type similarity Ts(€e'; €°)) between the elements is calculated by com-

paring the xsd:type of the elements and the similarity vadumsed on the two types being

compared. If the types match, then the type similarity isexa

We de ne the element similarity as,

Es(el; &) = Cs(e; &) Ts(el; €) (6.1)
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where,C(€]; €) =

e}
% Ssim , If semantic similarity
g Wsim , if wordnet similarity

Lsim , if lexical similarity
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Figure 6.3: (a) Computing mediation similarity (b) Mediatéyp Computation

6.2.3 Factoring Structural Similarity
In computing the element similarity, we only consider thmifarity between the semantic annota-

tions and the element names along with the type similaribe Structural similarity, which plays
a crucial role in determining the mediation similarity cahbe ignored. For example, the width
element, which is a child of element of the photo element entdrget schema in Figure 6.2(b)
would match completely with the width elements containedath Image and Video elements
in schema A, if one were to only consider the annotation apd gimilarities. However, the the
similarity between the image element in the schema A andhbéopelement in the target schema
is higher than that between the video element in schema A laoi glement in the target schema
. Factoring this information, we can say that the width elemader the image element is more
similar to the width element in the target schema. We de reertbarest similar ancestor between
an element in the target hierarchy and an element in the sticarchy.
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The Nearest Similar Ancest@X SA(€}; €’)) is the pair of eIementee;,; €;) such thate be-

longs to the similarity set af,. This is de ned as,

NSA(e:€) = (e€): €2 Sy

" €, is the nearest ancestor gf (6.2)

whereSexp is the similarity set oéf). The similarity set of an element is de ned later in the Saati
The de nition of nearest similar ancestor between two elet®ién a hierarchy is inspired by the

de nition of nearest common ancestor proposed by Harel aaghii in Harel and Tarjan (22).

6.2.4 Computing mediation similarity

Using the element similarity and the nearest similar amceste de ne the mediation similarity
betweene! and €. Two elements may have an element similarity of 1, but if ¢hisrvery lit-

tle structural similarity between the two schemas, the atexh similarity would be signi cantly
lower. The structural similarity depends on the level oftdrget and source elements in the respec-
tive hierarchy trees from their nearest similar ancesttirthe NSA (e},ejs) exists, the mediation
similarity is measured by factoring their element simtiag, the mediation similarity between the
NSA elements and the distance betwegre’ and their respective ancestors in the NSA. If there
is no similar ancestor betweeh and g, the mediation similarity is computed factoring in the
element similarity and the depth of the elements in the hibsa If either of the two elements is

the the root element, then its depth is taken to be 1. The flaenior computing the mediation
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similarity is. 8

3 (- es)OSehen)
Os(ef,qs) _ S(qt’qs) dip diq (63)

Es(€; qs)ﬁ if NSA is empty.
whered;, is the depth of from its nearest similar ancestaty is the depth of thes® from its
nearest similar ancestad, is the depth ofef andd; is the depth of’. We now illustrate with
an example. Consider the target schema and schema in Figu(a)6.The element similarity
between the SearchResult element in the target schema aRe#s$i element in schema A is 1.
Now the depth of the Result element in schema A is 4, while tlrec®®esult element in the target
schema is the root and hence its depth is taken to be 1. Thexneedsimilarity between the two
elements is 0.25. Now we consider the Photo element of tigettachema and the Image element
of schema A. The NSA(Photo, Image)= (SearchResult,Resulig element similarity between
the photo and the image elements is 1 and the mediation sityiitd the NSA elements is 0.25,
from the above. Using the formula for mediation similarig/rmed in Equation 6.3, the mediation

similarity between photo and the image element is 0.25.

The similarity set ofet (S(€!))is the set of elements’ in the source schema that have the

maximum similarity value witte.
S(€) = f&' : 0S(¢}; €) is maximuny (6.4)

As an example, the similarity set of the photo element of #ingeit schema is Imageg.

The mediation similarity coef cient of a target elemaghiis the maximum mediation similar-
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ity value betweer® and any source element.

OSc(€)) = maximum mediation similarity value between

e and any source element (6.5)

As an example, in Figure 6.3(a), the mediation similaritgfadent of the Photo element of the

target schema is 0.25.

6.2.5 Calculating Mediatability

We now discuss the calculation of the mediatability betwenschemas. While element similar-
ity is computed in a top-down manner, mediatability is cobepun a bottom up manner, beginning

with the leaf elements of the target schema.

Mediatability of an elemené in the target schema is denoted 3y If an elementg is a
leaf element, the mediatability @ is the same as its mediation similarity coef cient de ned in

Equation 6.5.

€)= OSc(€) (6.6)

The width element in the target schema in Figure 6.3(b) isfdiement. Hence its mediatability is
the same as its mediation similarity coef cient, which i2®9. For eacl& that is not a leaf element,

the mediatability of' de ned as the average of mediatability betweeriritsnediatechildren.

Xz
ue) = 2 Ae,) 6.7)

m=0

wherez is the number of immediate children &f. The mediatability of the photo element in
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the target schema in Figure 6.3(b) is the average medidyabilits children. Since all the child
elements of the photo element have a mediatability of Ol&bptediatability of the photo element

is 0.25.

Before we de ne the mediatability between the source ancetasghemas, we make a small
but important observation. Once the mediatabilities areaed for all elements, it is possible
that the root element of the target schema has more than ambéenén its similarity set, implying
that the source schema may have more than one substructieathbe mediated with the target
schema. To re ect the effort needed to identify the corretistructure, we consider the cardinality
of the the root element's similarity set in de ning the metdiaility between the two schemas. We
now de ne the mediatability between the target and sourbes@s as the ratio of the mediatability

of the root element of the target schema and the cardindlitg mediatable set.

Y{H; Hs) = ¥{root ofH) (6.8)

jS(root of Hy)j

The mediatability between the two schemas in Figure 6.3 msprded as follows. The mediata-
bility of the root element (SearchResult) is 0.25. The sintifaset of the SearchResult element,
which is the root, is {Result}. The cardinality of the similigrset of the root is 1 and its mediata-
bility is 0.25. Computing the mediatability between the tvebamas as de ned in Equation 6.8,

we get 0.25.
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6.2.6 Optimizing Time Complexity

One of the drawbacks of the approach to comparing every eleim¢he target schema is that the
computational complexity is @¢). This inef ciency is further enhanced by the fact that ofte
times, the comparison will yield no meaningful results. Asay of optimizing this comparison,
we de ne the scope of comparison. We adopt a method simila® tqruning to reduce the
number of elements in the source schema that need to be cednwéh a given element in the
target schema. The children of an elemeénin the target schema would be compared only with
the children of those elements in the similarity setlf The children of those elements in the
source schema that belong to the similarity setfcdre the scope of comparison for the children
of €. De ning the scope of comparison would help reduce the cexipt of the average running
time of element similarity computation. In our example, tiieth element in the target schema
would be compared with the children of the image elementeénstiurce schema, since the image

element in source schema A is in the mediatability simyesét of the parent element of width.

6.3 Evaluation

In this Section we present the empirical evaluations of dgwréhm. The objective of our empir-
ical evaluations is three fold: 1. Evaluate the accuracywfapproach through a user study; 2.
Study the impact of semantic annotation on mediatabilityZnDemonstrate the scalability of our

algorithm.

In our experiments, we compare a target schema with 5 diffes@urce schemas. The source

schemas are created by studying the results schemas of Y#tlo&earclf(schema A), Google

Shttp://developer.yahoo.com/search/Web/V1/WebSekatih.
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Search’(schema B), Microsoft Live Seardschema C), Yahoo Image Seaffschema D) and
Flickr 1% (schema E).The schemas for Google Web Search and Flikiseare created by study-

ing their responses, since they do not provide XML schempbagtky.

In our experiments, subclass similarity is assigned a valuk5 and superclass similarity is
assigned a value of 0.8. Hyponym and hypernym scores arelatdd asll, wherel is the length
of the hyponym or hypernym relationship in wordnet. The Lresigein measure is used in the

computation of lexical similarity.

6.3.1 Evaluating Accuracy

Our rst experiment compares the mediatability scores ioleté by our algorithm with a set of
normal and expert users. The set of expert users comprisgahwhitters of XML centric Apache
projects including Apache Axis and Apache XML Schema. Ndrosers consisted of mashup
developers having minimal programming and XML expertisee Mtluded the normal users to
compare our scores with the perceived dif culty of averageedopers, who we believe will have
the most bene t from our work. Users were asked to rank theiatellility between the source
and the target schemas using a Web application. Our regdludrated in Figure 6.4, show that
the calculated mediatability scores match fairly well witle perceived mediatability values and
agree well with the expert opinions. The average margin frdyetween the system calculated
mediatability and the perceived mediatability of the ndrosers was less than 15%, while the
margin of error with expert uses was less than 10%. We makeaambservation about schemas

A and E. We recall here that schema A was derived from Yahoo S¢slich. This schema did not

"http://code.google.com/apis/ajaxsearch/
8http://dev.live.com/livesearch/
%http://developer.yahoo.com/search/image/V1l/imageBeam|
Onttp://www. ickr.com/services/api/ ickr.photos.seeln.html
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Figure 6.4: Accuracy Based on User Study

have any image element in its result set and hence was given édiatability score to account
for the loss of information. However, users perceived theliatability to be twice as easy as
the system calculated value. This indicates that our apgpr@avery conservative and does not
overestimate. Similarly, schema E (derived from Flickgdla structural heterogeneity, that was
penalized by the system.

6.3.2 Impact of Annotation

This experiment measures the impact of semantic annogatiatetermining the mediatability. We
annotated the source and target schemas with conceptsHeosemre descriptor ontology, a cate-
gorization of Web API's derived from ProgrammableWeb. Theditability was calculated when
the schemas have no annotations, partial annotations amplet® annotations. The schemas were
annotated using the techniques described in the SAWSDL neemdation discussed by Verma
and Sheth (78). Schemas with partial annotations wereeaztdnt adding top-level annotations to
complex types. Schemas with complete annotations weréettég adding annotations to the leaf
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Figure 6.5: Impact of Semantic Annotation

elements in addition to the top-level annotations. Figubalfstrates the impact of annotation on
mediatability. In the case of schema A, where the targetraeltgas more elements than the source
schema, the mediatability is low in all the three cases. Hewave can see that semantic annota-
tions considerably improve the mediatability score. Hg\partial annotations does not impact the
mediatability in the case of schema A, since there are no appes in the source schema. In
the case of schemas B, C and D that contain complex types, arseedhat complete annotations
signi cantly improves the mediatability score and eventhiannotations have an impact on the
mediatability. On average our experiments demonstrategtréial annotations improve the medi-
atability by a factor of 2 while having complete annotationproves the mediatability by a factor

of 3.
6.3.3 Evaluating the Scalability

Our third experiment demonstrates the scalability of ogpathm. The algorithm was tested on

two systems with different computing resources. SystemalNwc Book Pro running OSX 10.5
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with 2 GB RAM and Intel Dual Core 2.0 GHz processor. System 2 iekh$2rver running Fedora

Core 5 with 16 GB RAM and AMD Quad Core 2.4 GHz processor. As itated in Figure 6.6,

Figure 6.6: Measuring Execution Time

we see that in the worst case, system 1 takes 36 seconds taimothp mediatability and system
2 accomplished the task in 25 seconds. This demonstratssaltebility of our algorithm. Figure
6.6 measures the scalability when the source schema ha$e36dras and is 6 levels deep and the

number of elements in the target schema are varied from 184o0The depth of the target schema

was varied from 3 to 6.
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Bringing Them All Together: Composition

and Con guration

This chapter addresses services composition in the caoftbeterogeneities across independently
created and autonomously managed Web service requestkid/ein service providers. Previ-
ous work in this area either involved signi cant human efffor in cases of the efforts seeking to
provide largely automated approaches, overlooked thdgmrobf data heterogeneities, resulting in
partial solutions that would not support executable work for real-world problems. This chapter
discusses a planning-based approach to solve both thesgrbeterogeneity and data heterogene-
ity problems. We adopt a declarative approach to capturpdhmer speci cations external to the
process and demonstrate the usefulness of this approacidiimgamore dynamism to Web pro-
cesses. We demonstrate the effectiveness of our approasbiviigg a non-trivial problem posed

by the Semantic Web Services challehge

http://sws-challenge.org/
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7.1 Motivating Scenario

The 2006 SWS Challenge mediation scenario version 1, illestria Figure 7.1 is a typical real-
world problem where distributed organizations are tryiagcommunicate with each others. A
customer (depicted on the left side of the Figure 7.1) desogpurchase goods from a provider
(depicted on the right side of the gure). The anticipatedqass, i.e., the answer to this problem, is
depicted in the center of the gure which should be generbtea mediation system automatically.
Both process and data heterogeneities exist in this scerfasroinstance, from the point of view
of the service requester called Blue, placing an order is astey@job (send PO), while the service
provider called Moon, involves four operations (search@utr, createNewOrder, addLineltem,
and closeOrder). The message schemas they use are noy ékactlame. For example, Blue
uses “fromRole” to specify the partner who wants to place atelrwhile Moon uses “billTo”

to mean the same thing. The structures of the message sclaeenatso different. To make
matters worse, an input message may involve informatiom fiwo or more output message. For
example, the operation “addLineltem” requires informatfoom the order request message by
Blue and the newly created order ID from the output messageeration “createNewOrder”. In
order to solve this problem successfully and automatictdly composition system should at least
be able to do the following: generate the control ow of thediador that involves at least two
work ow patterns (Sequence and Loop) based on the spedbnatf the task and the candidate
Web service(s), and convert (and combine if needed) an im@sisage to an acceptable format

annotated with appropriate semantics.
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Figure 7.1: SWS Challenge Scenario

7.2 Declarative Approach towards Solution

One of the evaluation measures to determine the ef cientli@tomposition approach is the abil-
ity to manage change with minimal programming efforts. 8y developed using conventional
approaches where the requirements and the services argtaotadized from the actual system
itself, may often prove to be in exible. To overcome this itation, we adopt a declarative ap-
proach to capture the requirements of the process and thieeselescription of partner services.
Our system generates a plan based on the requirement amvatis@artner services based on
their descriptions. A Web process is then generated thabeasteployed and executed. When
there is a change in the requirement, a new process can beagahesing the changed require-
ments. The requirements are captured as a semantic teraplhigartner services are described

using SAWSDL. The non-functional properties of both the rezraent and the service can be cap-
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tured using WS-Policy. We de ne a new class of assertiongddilsiness assertions that can be
added to WS-Policy to describe business level non-fundtjorogoerties such as shipment destina-
tions and shipment weight. It is our belief that the avallgbof visual XML editors and WSDL
editors would make it easier to change these speci catibaogher, this externalization eliminates
re-compilation of the system for each change. Semanticlsegand business assertions used in

this chapter are discussed in chapter 5

7.2.1 Formal model of abstract Web services:

WSDL is a widely accepted industry standard (a W3C recommanjdor describing Web ser-
vices. SAWSDL is expressive for functional and data semsydied suf cient to solve the problem

of semantic discovery and data mediation. We extend SAWSDadualng preconditions and ef-
fects in the operations for process mediation. Preconditamd effects are necessary because not
all the states of a Web service are represented by the inpptfomessage. For example, both a
book buying service and book renting service may take ashé the user ID and the ISBN, and
give as the output the statssicceedr fail. Importance of pre-condition and effects have been
recognized by major semantic Web services initiativesuidiclg OWL-S, WSMO and WSDL-S,

here we do that by extending the emerging standard of SAWSDL.

For the purpose of service composition, our model only fesus the abstract representation
of Web services, i.e., operations and messages, but doeonsitler the binding detail. Before
giving our formal model, we need to introduce some de nisai the basic building blocks. Most
classic Al planning problems are de ned by the STRIPS repriegmnal language (or its variants

like ADL), which divides its representational scheme iriteee components, namely, states, goals,
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and actions. For the domain of Web service composition, vienelkthe STRIPS language as the

representational language of our method.

2 Extended state:We extend a state by adding a set of semantic data types intordasure
that the data for the input message of an operation is alaiteiore the operation is invoked.

An extended state s has two components:

s=< SSF;SDT >;

where:

— SSF is a set of status ags, each of which is an atomic statemigh a URI in a
controlled vocabulary. SSF de nes the properties of thelavior the speci ¢ state. We
use ternary logic for status ags, thus the possible trutlues are True, False, and
Unknown. We use the open-world assumption, i.e., any statysot mentioned in

the state has the value unknown.

— SDT is a set of semantic data types representing the aJaiatfi data. A semantic
data type is a membership statement in Description Logic cfss (or a union of

classes) in an ontology. An example state could be:

< forderComplete= True;orderClosed= Falseg;f ONT 1# OrderID (Msg;)g >

The reason why we use predicate logic for status ags is bex#us simple for the user

to specify the values of status ags in predicate logic, anthputationally ef cient. On
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the other hand, we use description logic for semantic dagestince it makes it easier to

express relationships such as sub-class relationships.

2 Abstract semantic Web serviceVerma (76): Our de nition of an abstract semantic Web
service is built upon SAWSDL for WSDL and working group (16) Abstract semantic

Web service SWS can be represented as a vector:

SWS = (sop; sop; E; sop,)

Each sop is a semantic operation, which is de ned as a 6-tuple

sop=< fop;in;out; pre; eff; fault g >

where,

opis the semantic description of the operation. It is a mentberstatement of a class

or property in an ontology.

in is the semantic description of the input message. It is afsstrmoantic data types,

stating what data are required in order to execute the aperat

outis the semantic description of the output message. It is af setmantic data types,

stating what data are produced after the operation is exécut

pre is the semantic description of the precondition. It is a folanin predicate logic
of status ags representing the required values of the statgs in the current state

before an operation can be executed.
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sop sop sop SO
op CreateNewOrder AddLineltem CloseOrder

in CustomerID LineltemEntry,Order OrderID)

out OrderID AdditemResult Con rmedOrder

pre orderCompleté orderClosed| orderCompleté orderClosed
eff | -vefcomplete, closegl +vefcompletg +ve: f closedg
fault sop fault sop.fault sopsfault

Table 7.1: Representation of Order Management System Weicaser

— eff is the semantic description of the effect. It can be divided two groups: positive

effects and negative effects, each of which is a set of stagsdescribing how the

status ags in a state change when the action is executed.

— fault is the semantic description of the exceptions of the opmratpresented using

classes in an ontology.

Table 7.1 illustrates an example of the representation dfgiahe Order Management System

Web service described in our running scenario.

7.3 Automatic Web service composition

7.3.1 Formal de nition of Web service composition

A semantic Web service composition problem involves conmgpa set of semantic Web services

(SWSs) to ful Il the given requirements, or in our case a Seticafemplate. Figure 7.2 illustrates

our approach.

A semantic operatiorperationy in Figure 7.2) has to be checked by gaisfyoperator X

in Figure 7.2)against the current extended state befoemibe added in the process speci cation.

97



7.3. AUTOMATIC WEB SERVICE COMPOSITION August 25, 2009

Figure 7.2: De ning Web service composition

Notation Explanation

SSFK(s) The set of status ags of extended state
Value(s) | The truth value of a status asf in extended state
SDT(s) The set of semantic data types of extended state

in(sop) The input messages of semantic operatiop

pre(sop The output messages of semantic operasion

eff(sop) The effect of semantic operaticop
positive(eff) The positive effects oéff
negative(eff) The negative effects aff

Table 7.2: Representation of Order Management System Weicaser

After it is added, a successor extended state is created dyiag the apply (+ in Figure 7.2)
operator. We will give the formal de nition ofatisfyandapplyoperators below. For convenience,

we use the following notations.

Satisfy operator is a function mapping an extended stateand a semantic operati@op,
to T or F. Formally textitsatisfy is de ned as: That is, the precondition ebp, holds based
on the truth values of the status ags in stateand the semantic data typesspftogether with
the ontology schema entails the inputsap,. For example, the following state will satisfy the

operationsop; in table 7.1:

< forderComplete= True; orderClosed= Falseg;f ONT 1# OrderID (Msgxg >
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Here the semantic data ty@derID comes from an output message of any previous operation, or

the initial message of the Semantic Template, so weMzdy in the above example.

Apply operator is a function mapping an extended state is and a semantiatigesof to

a new extended stage. Formally this is de ned as

De nition 7 apply: (si;sop) ! s
Alternatively, we writes; + sopc ! s; This operator does the transition both on status ags and

semantic data types.

2 For status ags:

8sf 2 positive(eff (sop)); value(sf;s;) = True
8sf 2 negative(eff (sop)); value(sf;s;) = False
8sf 2 (eff (sop));sf(sj) = sf(si)

That is, a status ag in the positive effects is truesjna status ag in the negative effects is

false ins;, while any status ag irs; but not in the effect is assumed to be unchangesl.in

2 For semantic data typesSSDT (s;) = SDT(s) [ out(sopc) That is, the semantic data types

(membership statements)snare the union of the semantic data typesirand the output

of sop.

As an example, if we apply the operatisap; in 7.1 to the state

< forderComplete= True;orderClosed= Falseg;f ONT 1# OrderID (Msgx)g >
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we will get a new state:

< forderComplete= True;orderClosed= Trueg;f
ONT 1# OrderID (Msgx);

ONT 1# ConfirmedOrder (sopOutMsg)g >

7.3.2 Composition of semantic Web services

We consider an SWS composition problem as an Al planning prolduch that the semantic
operation template de nes the initial state and the goakstathe problem speci cationtnitial
state is the extended state at the beginning of the process. It ieddy the precondition and

initial message of the semantic operation tempfate

So =< ssf o(sopt); in(sopt) >

Goal stateis a requirement of the extended state at the end of the @olktes de ned by the goal

and output of sopt.

goalstate=< gl (sopf); out(sopt) >

Composition of semantic Web servicess a function

swsc: (sopt; SWS) ! plan
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Where,

2 sopt is a semantic operation template.

2 SWSs is the set of the semantic operations in the semantic §veicss.

2 planis a DAG (Directed Acyclic Graph) of operations. Every tapgital sort of the DAG

(say one of them isop;; sop; ; sop,) must conform to the following restrictions:

Sof < pre(sop);in(sop) >

So+sop! S
— Si; 1£ <pre(sop);in(s;) >
—-s;1t+tsop! s

— s, £ goalstate

That is, every topological sort of the plan must transform ithitial state into the goal state by
conforming to thesatisfyandapply operators. Loops are generated in a post-process stethat i

explained in Section 7.3.5.

7.3.3 Planning For Process Mediation

Al planning is a way to generate a process automaticallydasdahe speci cation of a problem.
Planners typically use techniques such as progressiomieafd state-space search), regression
(or backward state-space search), and partial-orderingsdtechniques attempt to use exploration

methods such as searching, backtracking, and/or brantdohgiques in order to extract such a
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solution. There are two basic operations in every stateespased planning approach. First, the
precondition of an action needs to be checked to make susesitis ed by the current state
before the operation can be a part of the plan. Second, oeceptration is put into the plan,
its effect should be applied to the current state and thudym® a consecutive state. We address
the signi cant differences between classic Al planning aedantic Web service composition as

follows:

1. Actions in Al planning can be described completely by asne, precondition, and effect,

while Web services also include input and/or output messaggema.

2. For Al planning, it is assumed that there is an agreemehiman application on the terms
in the precondition and effect. Terms with same name (stmmgan the same thing, while
terms with different name (string) mean different thinger Example, in the famous block
world scenario, if both block and box exist in the precomdhiteffect, they are treated as
different things. This obviously does not carry over to thsaurces on the Web, thus it is

necessary to introduce semantics in Web service compuositio

3. More work ow patterns such as loops are desired in Webisersomposition. We address

this problem by a pattern-based approach.

As discussed in the previous sections, both Web serviceghendpeci cation of the task, i.e.,

Semantic Template are described in extended SAWSDL stanslatke terms in the precondition,
effect, and input/output messages reach an agreement gtgaptured by the ontologies. For the
rst two types of differences we mentioned above, to applypdnning techniques to semantic

Web service composition, any state-space-based planlyagtam needs to be revised according
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to the following criteria.

1. State space should include status ags, as in the exigtinganning approaches, and se-

mantic data types to represent the availability of data.

2. For each candidate action, besides checking its pretiomdigainst the status ags in the
current state, it is also necessary to check its input messelgema against the semantic
data types in the current state. This reduces the search apdeliminates plans containing

operations whose input message is unavailable in the state.

3. Since the states and the actions/operations are sealbmicnotated by referring to ontolo-
gies, the checking in the previous step involves reasonasgd on the ontologies, not just

comparing the name of the terms.

4. Once an action/operation is added into the plan, not dmystatus ags are updated by
applying the effect, the semantic data types should alsgbatad by put a new semantic

data type based on the output message schema.

7.3.4 Extended GraphPlan Algorithm

Although most Al planning algorithms are suitable for thekthere, we use GraphPlan algorithm
(Russell and Norvig (58)). It is sound and complete thus weabanys construct correct plans if
there exist any, and its compact representation of thesstasies it space ef cient while doing a
breadth- rst style search. It also uses mutex links to aepigloring some irrelevant search space.
Like other classical Al planning algorithms, GraphPlanyordnsiders the precondition and effect
of actions, thus does not take into account the input/outpegsage of actions. Our approach
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requires an extension of the algorithm to accommodate tinaisic data types de ned above. An
operation may only be added in the next action level whenriggegnditions hold based on the
current state level of the planning graph and the data typ#sednput message of the operation
can be entailed by the union of ontology and the current $&td. When an operation is placed
in the next action level, its effects as well as output dapesyare applied to the current state level,
and thus produce the next state level. Afterwards, mutées Ibetween actions must be evaluated
and placed so that they may be used when backtracking thithegiraph for the solution. Note

that the creation of the mutex links should also consides#mantic data types accordingly.

7.3.5 Pattern-Based Approach For Loop Generation

The GraphPlan algorithm may generate plans only with sespiand AND-split work ow pat-
terns, such as those discussed in van der Aalst and Hofstd)leHowever, loops are also a fre-
guently used pattern. Loop generation (or iterative plaghitself is a dif cult and open problem
in Al. Much work on iterative planning is based on theoreroying (Biundo (4)). It is believed
by Stephan and Biundo in Stephan and Biundo (70) and otherrobsza that iterative planning
cannot be carried out in a fully automatic way. Levesque (28poses a new way that is not tied
to proving a theorem, but it is only correct for a given boum@aertain class of simple planning

problems.

Here we propose a pattern-based approach for loop generttie based on the observation
of frequently used patterns of iterations. For exampleh@rotivation scenario, the order request
includes multiple line items (an array of line items) whitetaddLineltem operation takes as input

only one line item. It is obvious that the process needs tatieall the line items in the order
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request. We may extract the pattern as follows. If an opmrdtas an input message including an
element with semantic annotati®DT,; and attribute “maxOccurs” in XML Schema whose value
is 1, while the matched (see “satisfy” operator) semantta tigpe in the current state is from an
output message where the corresponding element in thatagesss “maxOccurs” with value
“unbounded” or greater than 1, then a loop is needed for thésaiion to iterate the array. Our
approach avoids the computationally hard problem by stg possible patterns of loops. The

limitation is that the patterns need to be identi ed and puthie code beforehand.

7.3.5.1 Lifting and Lowering Mechanism of Data Mediation

The data mediation approach is primarily based on the diftind lowering mechanism presented
in SAWSDL (for WSDL and working group (16)). This Section loaksdetail of how this lifting
and lowering mapping schema functions. The base techngjtee gonvert the message into an
intermediate semantic data model and re-convert the s&rdatt model back into the required
speci ¢ format. Converting from the message to the intermedmodel is known alfting and
the reverse conversion is known as lowering. It is importartote that the data heterogeneities
cannot be overcome merely by attaching an ontology referefltese conversions require speci ¢
references to templates or other conversion resourceslan tw carry out the lifting and lowering.
Due to the use of XML as the primary message format, the masnunly used intermediate

model is also XML and hence the conversion references aea offerences to XSLT documents.

To understand the importance of this approach rather theaditact use of XSLT to transform
between each and every message format consider the fofjoswample. Given that there are

ve heterogeneous (but convertible) messages that requingersion from message A, a direct
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conversion technique such as XML transformation, wouldiiregten conversion speci cations.
The intermediate semantic model if used, would requirevesteps. However, the advantage of
the intermediate model can be seen when there is anotheageeadded along with A. To process
the new message, one has to repeat the mediation procesasgiica direct transformation. The
intermediate model enhances the reusability and adds diftiyg and lowering step to the original
process. It can be clearly seen that the intermediate mqubebach is the scalable mediation

strategy.

Figure 7.3 we describe the different heterogeneities #uaexist between two XML schemas

and how such heterogeneities can effect the mediationsessdied in Nagarajaat al. (48)
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Figure 7.3: Different Heterogeneities
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Event Identi cation in SOA

We propose a framework for automatically identifying e a step towards developing an adap-
tive middleware for Service Oriented Architecture (SOAJemtifying events that can impact the
non-functional objectives of a service request is a keylehgk towards realizing a more adaptive
services environment. These events can either be useerteidan interactive applications such as
mashups or can be trigged by providers themselves. Our agipadlows users to capture their re-
qguirements in a descriptive manner and uses this descriftiradentifying events of importance.
This model is extended to adjust the relevance of the evasestbon feedback from the underlying
adaptation framework. We present an algorithm in Secti@rt&at utilizes multiple ontologies for
identifying relevant events and present our evaluatioasrtiteasure the ef ciency of both the event

identi cation and the subsequent adaptation scheme aceisbged in Section 8.4.

Businesses increasingly operate in a distributed and dymamiironment where complex
intra- and inter-organizational interactions are the noidandling the many and varied events
that arise during these interactions is a growing challehgéhe dynamic global marketplace, an
organization's success or failure depends on its abilitidemtify and respond to events arising
from all sources, direct and indirect. Nokia and Ericssongikample, sourced their chips from a
common supplier. When a re affected the supplier's fabtimatnit, Nokia reacted promptly to
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lock up all alternate suppliers. Ericsson could not prociips quickly enough to prevent a major

loss of market share that led to the sale and merger of iteaéssiwith Sony (Shef (60)).

The industry has moved toward adopting SOA-based appredohealize complex business
processes. The loosely coupled nature of SOA has drivemtbigement, but it has been chal-
lenging for organizations to model and identify events ia tontext of SOA. An effective model
should allow organizations to capture their functional aoea-functional objectives in order to

develop strategies to adapt to events that affect theictigs.

In this chapter we present a framework that identi es evémas can affect the non-functional
objectives of a organization. Two types of events that atiseng service execution can be cate-

gorized as:

2 Event of Direct Consequence (EDC), resulting from an actiorihgyprovider or the re-

guester. An example is a delay in shipment during ful lImeht purchase order.

2 Event of Indirect Consequence (EIC), or exogenous eveningrautside the requester-

provider framework. A shift in currency exchange valuesiezample.

Creating a middleware system with the ability to monitor addg to both types of events
can be viewed as a two-step problem. The rst step is for thy@estor to identify and subscribe
to the events to which the system might need to adapt. Thendestep is to adapt to those events
as and when they occur. Some work addresses the second gragtsbblem by building systems
that adapt to failures when they occur. ADEPT by Reichert anddin (56), supports manual

adaptation of process schemas, and METEORS (Sitedh (63)) supports automatic adaptation
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based on a MDP-based framework. The problem of identifyihgtvevents to adapt to, however,

has not received much attention.

Our proposed framework builds on current research in semfgb and semantic Web ser-
vices to identify both EDCs and EICs. We approach the problenmdgbynodeling the functional
and non-functional objectives of a service requester. Qaolehis based on SAWSDL, the W3C
candidate recommendation for adding semantic annotatoieb service description (Verma and
Sheth (78)). We extend the notion of semantic templatesgsexgb by Verma (75) to capture the
functional and non-functional objectives. A semantic té&atgis a Web service description anno-
tated with data, functional, and non-functional semantidse data and the functional semantics
are captured using SAWSDL. The non-functional semanticeapéured using WS-Policycon-
structs in a manner similar to our work on the use of semamtoations of WS-Agreemenit
using multiple ontologies including Quality of Service (®and domain ontologies. The annota-

tions in the semantic template refer to a functional and afoantional ontology.

The functional ontology models the actions of the provided eequester, the relationships
between these actions, and events that arise during thetemof these actions (EDCs). The
RosettaNet ontologyis an example of a functional ontology. The non-functionebtogy models
the relationships between various non-functional mewssd in the domain of Web services, as
well as between exogenous events (EICs) and the Quality efc@anetrics. Event-QoS ontology

used in this work is an example of a non-functional ontology.

Our proposed framework identi es events by capturing thecfional and non-functional re-

thttp://www.w3.0rg/Submission/WS-Policy/
2http://www.ogf.org/documents/GFD.107.pdf
Shttp://Isdis.cs.uga.edu/projects/meteor-s/wsdltslogies/rosetta.owl
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guirements of the service requestor using semantic teggiatconjunction with a functional and
a non-functional ontology. It also computes the relevarfoevents to the non-functional objec-
tives. Semantic associations reveal complex relatiosdtdgpween entities (e.g., nodes in the graph

representing semantic data).

We de ne and use an extension to #g:, ontology query operator, rstproposed by Anyanwu
et. al in Anyanwu and Sheth (2) to discover relationshipsvben events and the functional and

nonfunctional requirements.

The main contributions of our event identi cation work are:

2 ]denti cation of events using a framework of semantic asstans

2 Improving accuracy of identi cation using feedback

2 Demonstrating the value of semantic Web in the realizatiba ach event-management

infrastructure for SOA.

This work was done as a part of the METEOR-S project, which donsreate frameworks to
support the complete life cycle of services and to enharmedsrds and speci cations already
widely used. True to this philosophy, our functional ontptdor the e-commerce domain is created
from the RosettaNet standard for global supply chain manageand the non-functional ontology
is created by extending the OWL-QoS ontoldigya collaborative effort by researchers to model

the Quality of Service metrics for Web services in OWL.

4http://lwww.comp.lancs.ac.uk/computing/users/dobgmaly qos/ index.php/Main_Page
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8.1 Overview of the Framework for Event Identi cation

8.1.1 Overview of the Functional and Non-Functional Ontologies

The functional ontology used in the framework is based onRbseettaNet standard for supply
chain. This ontology models the relationships between treeRaNet Partner Interface Processes
(PIPs) speci ed in segments 3A and 3B of the order manageuiaster of the RosettaNet spec-

i cation. The main classes of importance to us in this onggloin the context of this work, are
Act_PIP, Notify PIP and Event. The Act_PIP class modelstit®ns that ful Il a request. Mem-
bers of the Act_PIP are used in semantic annotation of dpasain the semantic template. The
RequestPurchaseOrder PIP (PIP3A4) is an example of ActTR&PNotify_PIP models the var-
ious actions that notify of events. The Notify_of Shipnsefiendered_PIP (PIP 3B6) is an ex-
ample of Notify_PIP. The Event class models the various tsvéifhe members of the Event class

model the EDCs. An example of an event is delay in Shipment.

The non-functional ontology used in the framework is an esiten to the OWL-QoS ontology
for Web services. The OWL-QoS ontology is an effort to intégithe different QoS ontologies
available for Web services. We extended this ontology thuthe events and associate these events
with the nonfunctional metrics modeled in this ontology. Wéded events from industrial use
cases such as the Nokia-Ericsson scenario. The EICs werd &gdstudying the PIPs in the
Inventory management Cluster of RosettaNet. In addition @oBICs, all the EDCs modeled in
the functional ontology were also added into the nonfumai@ntology. The Qos concepts from
this ontology are used to annotate the assertion congrairthe semantic template. Adding the

EDCs to the nonfunctional ontology is essential to our apgrpaince we want to compute the
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relevance of the EDCs to the various nonfunctional objesteagptured in the semantic template,

discussed in section 2.1.3.2.

8.1.2 Outline of the Proposed Framework

We sketch an outline of the proposed framework to identilguant events for a given operation in
the semantic template. We rstidentify all EDCs by queryihg tunctional ontology for the given
operation. Then we identify all exogenous events (EICs) dfffact the nonfunctional metrics in
the effective policy of that operation. Querying the nordional ontology identi es the EICs. The
relevance of each event in the set of events identi ed to trefunctional metrics in the effective
policy of the operation is computed. Based on the computeyaakte, the set of relevant events
is created. Figure 8.1 illustrates our approach to evemttidation. However it is possible for
events that were either not identi ed or thought irrelevembccur during the ful llment of this
request. It is also likely that an event previously idend as relevant becomes irrelevant. In both
cases, the framework will adjust the relevance of the evitat eeceiving feedback from either
a human or the underlying adaptation mechanism. After eaetitfack cycle, the set of relevant

events is recomputed. The framework is explained in deta#laction 8.3.1.

8.2 De ning the ¥%_,, Query Operator

A path pe: ¢ in an ontology graph is a collection of intermediate endit{gertices) and rela-
tionships (edges) between the entities, such ¢hatn be reached from by traversing the in-

termediate entities and relationships. ™ign operator de ned in (2) queries an ontology to
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Figure 8.1: Identifying Events from semantic Template

discover semantic associations between different esititithe semantic association returned is
represented as a path between the entities in the ontolbgyeTan be more than one association
between two entities. In such cases, g, operator would return a set of path&. is de-
ned asA€;g) = fpe: ¢ 0. For example in the snapshot of the functional ontology guFe 8.1,

Yaath (RequestPurchaseOrder, ShipmentCon rmation) would rehetfiollowing two associations:

2 RequestPurchaseOrder is_followed_by! QueryOrderStatus has notification !

Notify _Shipment notifies _event! ShipmentCon rmation (example 1)

2 RequestPurchaseOrder has notification ! Notify _Shipment! notifies _event!

ShipmentCon rmation (example 2)
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In the context of our work, we seek to identify all events thate semantic associations with the
functional requirements in the functional ontology and -fiemctional requirements in the non-
functional ontology. Hence we modi ed tHg.:» operator to query between an entity and a class.

This is de ned as

Y%e;C) = fpe: : €isamember of @. (8.1)

While “4e;; g ) returns all associations between two entigeande, , “4e;; C) returns a collection
of paths betweer and all members of C. A class-relationst@p(constraint is a collection of

classes and relationships in the ontology. We de ne a ckssionship constraint as

C=f C,RwhereCisasetofclasses and R (8.2)

is a set of relationships in the ontolagy

The following example describes an exam@leonstraint, de ned on the snapshot of the functional

ontology in Figure 8.1.

(f Act_PIP, Notify _PIPEventg,

fhas_Noti cation, noti es_everg) (example 3)

A semantic associatigny, ¢ , is said to satisfy the constrai@t if every intermediate entitg,, in

the path is a member of some class in the set of classeamd every intermediate relationship
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is a member of some relationship in the set of relationsmg iThis can be formalized as,

pei! € 2 C|f8(em1rn)2pe.l CR
(9Ck 2 C: &, member ofCy) » (8.3)
(9R| 2 R: r, member ofR))

where(C;R) 2 C

The semantic association mentioned in example 2 is an exawhph association that would satisfy
the C constraint given in example 3. Path length of a semanticcgestsan, (P, ¢ ) is the number

of intermediate relationships betwegrande in the path.

A BoundedC (B) constraint is de ned on a set of associatioBsis same as th€ constraint
de ned in Equation 4, with an additional constraint on thexmaum path length. This maximum

path length is the limiting path length 8f and is denoted bl .

B = fC;R;L where Cis a set of classes,
R is a set of relationships in the ontology, (8.4)

andL is the limiting path lengty:

An example oB constraint is given in example 4 below.

B = (fAct_PIP, Notify_PIR, fis_followed_by, noti es_eveny2).(example 4)

where Act_PIP and Notify PIP are classes in the functiomablogy and is_followed by and
noti es_event are relationships in the functional ontglogs noted earlier and 2 is the limiting
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path length.

A associatiorpe ¢ , is said to satisfy the constraiBt,, if it satis es Cas de ned in Equation
4 and its path length is less than or equal to the limiting pextigth of B . This can be formalized

as,

pei! € 2 B if(pei! € 2 C)A

I(Pet ¢) © L): (8.5)

The association described in example 2 satis esthmnstraint mentioned in example 4. Bounded
Constrained/am (1/§ath(€1 ; C)): The Bounded Constrainéd.:» query operator is a modi cation
of the%aan query operator, such that every associapgn ¢, returned by the query satis es tie

constraint as de ned in Equation 6.

18 0 (6:C) = T¥an(€;C): 8Pey ¢ 2 Yaan(e;C);

Per ¢ 2 B0 (8.6)

8.2.1 EventIdenti cation using the ¥z, query operator:

We rstidentify the EDC's of a given operation from the semanémplate. We recall here that the
EDC's are members of the Event class and the semantic arongain the operation in a semantic
template are members of the Act_PIP class, in the functiontdlogy. These annotations are
captured in the semantic template as model references. &t By can arise because of an action

I in two scenarios: 1) generates E and 2) E is generated by another action, whictetied
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as a part of the invocation of. In both these cases, there is an semantic associationdretive
event and the model referenc#/({)) of the action. To identify the EDC's with respect to a given
operation | ) in the semantic template, we get the model refereig) (of ! . We construct a
2.« with the model reference and the ontology class, Event aneters. Th& constraint is

de ned as

B = (fAct_PIP,Notify PIP, Eventg,
f generates event, is_followed_by;,

notifies _event; n): (8.7)

In the above constraint, the limiting path length is set taaable. The effect of varying the limit-
ing path length is discussed in the evaluation. Having dd tieeB constraint we now proceed to

compute the set of EDC's using the following de nition.

EDC, = fe: ¥8,,(M, ; Event) is not NULL, where

B is de ned using 1: (8.8)

The set of EIC's is computed in a similar manner. The set of EdE&sde ned on the effective
policy (Vs ) of the given operationl, . In order to compute the effective policy, we rst get the
termpolicy¥s , of the template term containing the operation. We get thiptate level policy¥s
from the semantic template which contaiptsEffective policy is then computed using 2. From
the effective policy, we identify the model referenckls; modeled in the assertion®, We recall

here that these model references are modeled in the notiemalontology as QoS concepts. The
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Qos concepts in the non-functional ontology are categdiiiz® three types: 1) Business level 2)
Service level and 3) System level concepts. The busineskdencepts model all the QoS metrics
that affect the business level guarantees. Examples ahttlisle SupplyTime and OrderCost. The
service level concepts model the QoS metrics concerningcgamplementation and performance.
Examples of this include Reliability and Security. The sgstevel QoS concepts model the QoS
metrics at the system level. Bandwidth and NetworkTime areuple of examples of this. We

de ne aB constraint on the nonfunctional ontology for each of the¢hcategories.

B uusiness = (fTime, Cost, Eventg,

fis_part_of, consists _of,
is _a_component of g; n):

B service = (fReliability , Security, (8.9)
Transactions; Eventg, fis_part_of,
is _a_component of , consists_of g; n):

Bssem = (fResource Availability , Eventg,
fis_part_of,is _a component of ,

consists_of g; n):

We compute the EIC's in three parts. We compute the busineskB¢C's, service level EIC's and

system level EIC's by querying the functional ontolci@th query operator . These are computed
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as de ned below.

EIC (business ) = fer 1/583%5“55 (M r®; Event) 6 NULLg
EIC (isenvice ) = fe:¥gz= (M, Event) 6 NULLg
EIC (system) = fe:¥52" (M, Event) 6 NULLg

(8.10)

The events of indirect consequence for an operation aradeeti ed asEIC, = EIC (i.pusiness )l
EIC (1service ) [ EIC (1:system ). Once EDC's and EIC's are identi ed, we de ne the set of Ideetl

events for (E, ), as

E = EICI [ EDC| (811)

8.3 Computing event relevance

The setE, is the set of all events that we have identi ed. However, albevents will be relevant

to the non-functional objectives of the requestor. To idgrihe relevant events, we de ne the
relevance metrié between an event e, and a non-functional meli, The farther an event e is
from a non-functional metric, the lesser is the relevanahefevent to that non-functional metric.

This is the intuition behind de ning the relevance functidfor an event e and a non-functional
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metricM ®, the relevance is de ned as,

Pa me
L, the limiting path length oB

AesMP) =1 ( );

wherePg o 2 %, (€ M) is the shortest path. (8.12)

Ace; MP) gives the relevance of one event e to one non-matifc However we need to compute
the relevance of each event across all non-functional ogetfio do that, we rst constructan X m
matrix, where n is the total number of events identi ed andsrthie non-number of non-functional
metrics in the effective policy, called the relevance nxathil ). Each elemen# j; in the matrix
has the relevance of evegtto the non-functional metriii {@(j ) We will illustrate with an example.
Consider the foIIowing}/gath guery, de ned on the non-functional ontology. We de Befor this
query to beB = (fTime, Eventg, fis_related_to, has_effect _on,

is_a_component of g; 5): Here 5 is the limiting path length. The query that is conggdaising

theB constraint isl/gath (Event, SupplyTime).This query returns two associations:

2 Inventory Drop! is_related to! ProductionDelay! has effect_on!

Production_Time! is_a componentof ! SupplyTime

2 ShipmentDelay ! has effect_on ! Shipment_ Time ! is_a componentof !

SupplyTime.
The relevance of the event ShipmentDelay to the non-funatimetric supply time,
AL : 2
AShipmentDelay; SupplyTime) = 1 | (5)

=0:6:
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Similarly we can compute the relevance of the evenentory Drop on the constraint Supply-

Time to be 0.40. The part of the relevance matrix depictimgéhvalues is shown below:

Inventory _Drop ShipmentDelay
u 1

supplyTime 0:40 :0:60 :: The cumulative relevandhf, ., .,

is de ned as the relevance of the evento all the non-functional metrics in the effective policy
of a given operatioh . For example, the cumulative relevance measures the impacthipment

delay across all the non-functional metrics in the effecfolicy. An event which has a higher
cumulative relevance, is more important than an event thaahower cumulative relevance. This

is computed as,

S p
m
2
~ i-o(Mj)
A(Cei Veff ) — (8.13)
m
The setA(E! ; Yaff ) is a set of the cumulative relevances of all the eventk,into the non-
functional metrics in the effective policyAnax maximum cumulative relevance value in this set

and#i, denotes the standard deviation of the cumulative relevaatues. Cutoff relevan¢e is

computed as,
r= Anax i %l (8.14)

Based on the earlier de nitions, set of relevant identi ecerts ER), is de ned as a collection
of all events e, such that th@s*(:e;l/eff y» de ned in Equation 15, is greater or equal to the cutoff
relevance. All the other events, that do not belong to setlassi ed as non-relevant events and

the set of non-relevant events is denotedby The relevance status)6f an event indicates if the
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framework identi es that event to be relevant or not. Theevahce status of an event is 1 if the

event is identi ed as relevant and O otherwise.

8.3.1 Adjusting the relevance based on feedback

After the events are identi ed, it may happen that an evembrging to ER, may not after all
be relevant. On the same note, it is also possible that art @vés' is actually relevant. To
address these issues, we use a feedback-based mechanisimgadyhsts the cumulative relevance.
This feedback can be come from a human or can also be obtajnetdderving the behavior
of the underlying adaptation framework, when the event bapp The feedback mechanism for
improving the accuracy of the identi ed events uses an ddjaat scheme to adjust the relevance

of an event.

One approach to improving the ef ciency is when a human \&éd the set of relevant events
identi ed by the system and gives a feedback, if there areeu@nts of non-relevance that were
identi ed as relevant and if the set of events identi ed agvant is complete. Another approach is
to monitor the behavior of the underlying adaptation framsyif that is possible. The intuition in
this approach is that, if the adaptation framework doesaddelapt to an event, then it is relevant.
The feedback that is obtained is captured in the feedbatlssfg. The feedback status of an
event is 1 if the event is considered relevant by the entibyiging the feedback (Either a human
or the adaptation framework) and 0 otherwise. We de ne aosidjent metric called . ¢ is the
numerical adjustment made to the cumulative relevaﬁaae Yff )C, of an event, based on the
feedback. If the feedback status of an event is 0, but theaete status of that event is 1, then

the cumulative relevance of that event is decrementetl by the feedback status of an eventis 1
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and the event is identi ed as non-relevant by our framewtrkn the cumulative relevance of the

event is incremented by . We de ne the adjustment on the cumulative relevance as,

A(Cei Veff ) — A(Cei ity i ¢, ifs(e) =1 andf(e) =0
. ~ i
A(Cei Yeff ) — A(Cei it )+ 6( ﬁ), if s(e) =0 andf(e) =1;
wherei is the total number events with feedback status O

andn is the total number events with relevance status O (8.15)

When making an adjustment to the of non-relevant events, wepatyu¢ by a factor of %). This
keeps the the mean value of the set of cumulative relevanodens constant. This is essential in
order to ensure that the changes to the value of the cuteffarte for relevance is negligible after
each feedback iteration. After the cumulative relevandeegmare adjusted, the cutoff relevance
(r) is recomputed using Equation 16. and the set of relevanteggrnis identi ed as before. This

adjustment technique is called “Fixed Adjustment”.

Another strategy to incorporate the feedback is to adjustrétalculated cutoff relevance
value, in addition to changing the cumulative relevanceesl Apart from adjusting the values us-
ing Fixed Adjustment, thé change is applied to the cutoff relevance as well. The cuébdivance
of ER is adjusted fromr tor j ¢ : After each adjustment, we compute the entropy of the system.
The entropy of the system is the number of events whose r&@evstatus has changed from non-
relevant to relevant, after the adjustment. These evettsdped to the set of non-relevant events
before the adjustment but belong to the set of relevant s\aditér. The framework stops asking

for a feedback, once the entropy is zero.
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The performance of both these adjustment schemes withattegbe time it takes to identify
all the relevant events and the percentage of non-relevemt®identi ed during the process is
discussed in the evaluation Section. It is however impottanote here that the choice of delta is
very important in both the approaches ¢lIfis very small, it may not have a signi cant impact in
the computation of cumulative relevance. A lafg@n the other hand, can make an event oscillate
between relevance and irrelevance. Hence the choige isfimportant. In the next Section we

discuss the evaluation of our framework.

8.4 Evaluation

In this Section we present the empirical evaluations of gatesn. The experiments in this evalua-
tion, demonstrate the ability of the framework to identéjavant events and to adjust the relevance

based on a feedback. The objective of this evaluation igtfolel.

2 To study the increase in the accuracy of the system beforeaied making adjustments

based on the feedback,

2 To measure the performance of the event identi cation aedli@ack-based adjustment scheme,

for each of the two approaches discussed and

2 To measure the accuracy of the framework in identifying #evant events, for each of the

two feedback approaches mentioned.

The experimental setup consisted of the relevance matii@edback component and our event
identi cation framework. The relevance matrix is creatgddomputing the semantic associations
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between the events and non-functional metrics in the OWL-QuSlogy, using thé/gath query
operator. The constraints used in this query are descnibEduation 11. The feedback component
simulates the human feedback and is aware of all the eveattaté relevant to a given operation.
Given an event, the feedback component will return the faekllstatus of that event. We here
recall that the feedback status of an event is 1 if the evaetesant and O otherwise. We study the
performance and the accuracy of the system, using thisiexgetal setup by varying the following
parameters: a) the constraining path length in the querebjotal number of events and c) the

percentage of relevant events to the total number of events.

Our experiment describes the accuracy of the system befidrafter making feedback-based
adjustments. The accuracy of the system is de ned by the ditrelevant events identi ed to
the actual number of relevant events in the feedback conmpoiethis experiment we study the
variation in accuracy with respect to the variations in tbestraining path length. The results
are illustrated in Figure 8.2. The experiment demonstridweslirect relevance of the constraining
path length to the accuracy of the event identi cation teghe. The accuracy of the system
improved with the increase in the constraining path lengtth before and after feedback-based
adjustments. The system was able to identify all the releeaants, after the feedback-based
adjustment, when the constraining path length was 6. Thadtgd the feedback-based adjustment
is also demonstrated in this experiment. For a constraipaity) length of 3, the accuracy of
the system improved from 20% before the adjustment, to atdUt after the adjustment. This
experiment achieves the rst objective of our evaluationur @ext set of experiments study the
performance of our system with respect to the number of f@eldiierations required before the

set of identi ed events stabilized. In all the subsequermtesinents, we use a constraining path
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Figure 8.2: Variation in the percentage of events identvéth change in hop count before and
after feedback-based adjustment.

length of 6.

In the next experiment, we study the performance of our sydig varying vary the total
number of events that are identi ed. We varied the total namif events identi ed from 100 to
900. The performance of our framework is illustrated in Fgy8.3 . It can be seen from Figure
8.3, that the number of iterations taken to reach the staslimore for the xed approach than the
hybrid scheme for adjustment. In the hybrid approach, theevaf the cut-off relevance is reduced
after each feedback iteration, increasing the number aftevie the set of relevant events. The
number of iterations taken by each adjustment scheme issaloonstant with change in the total
number of events. This is because both relevant set conmuiatd feedback-based adjustment

are independent of the number of events.

Figure 8.3: Studying the performance of hybrid and xed Astjuent schemes with variation in
the total number of events.
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Our next experiment studies the performance of the systethid experiment the percentage
of relevant events to the total number of events is changddreimpact of varying this on the
number iterations is studied. As illustrated in Figure 8x,time to reach stability increases with
the increase in the percentage of relevant events. This eaitbbuted to two reasons: 1) the
higher percentage of relevant events can signi cantly cedhe number of events with a feedback
value of 0 in the set of relevant events, and 2) as the pemgerdarelevant events increases,
the chances of more events which are classi ed as non-matiéyathe framework, being actually
relevant goes up. When the number of events with a feedbaak wdlO reduces, thén factor in
the adjustment scheme described in Equation 17, also redunckthis in effect lessens the change
in the cumulative relevance of the events in the non-relesanafter each feedback iteration. The
reduced change in the value of the cumulative relevanceledwpith the increased number of
events classi ed as non-relevant by the framework, beingally relevant, increases the iterations

needed to stabilize the system.

Figure 8.4: Performance of hybrid and xed adjustment sobemith variation in the percentage
of relevant events

The hybrid approach gives a better performance. Howevevdhation to the cut-off rele-
vance can have an impact on the accuracy of the system. Ouseteaf experiments study the

accuracy of the system with respect to variations in the rermolb events and the percentage of
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relevant events. The fourth experiment measures the sariat accuracy of both the feedback

Figure 8.5: Variation in the accuracy of feedback schemds wcrease in the number of events.

schemes when the total number of events is changed. Thlasgdted in Figure 8.5. The drop
in the precision of the hybrid approach with the increasehi tbtal number of events is more
pronounced than that of the xed approach. The adjustmermtenta the cutoff relevance in the
hybrid approach is responsible for this. This adjustmeritesat possible for an event identi ed

as non-relevant by the feedback to manager to be identi @ihaas relevant by the framework.

The following example illustrates an anomaly in the hybiighach to feedback-based ad-
justment. For the sake of this example, consider an esyemth cumulative relevance of 0.53. Let
the cut-off relevance to be 0.5. Létbe 0.05. The framework choosesas a relevant event. After
the rst feedback iterationg is identi ed as non-relevant and its relevance is reduce@l 48, by
Equation 17. The set of relevant events is computed agater ffe computation, let us assume for
the sake of this example, the new cut-off relevance to be. O0I'62 adjusted relevance valueef
is less than the cut-off relevance, makm®a non-relevant event. However, in the hybrid approach
we adjust the value of the cutoff relevancebyreducing its value to 0.47. Now when the set of
relevant events is computed using this adjusted cutoffeyguwvould be identi ed as relevant by
the framework, though the feedback indicated otherwisés aimomaly affects the accuracy of the

hybrid approach.
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Figure 8.6: Variation in the accuracy of the feedback sctsawith increase in the percentage of
relevant events.

Our last experiment measures the accuracy of our framewpratying the percentage of
relevant events keeping the total number of events consiidrd results are presented in Figure
8.6. As we can see from the results, the accuracy of both thaphes increases with the increase
in the number of relevant events. However, the hybrid apgraows more improvement. This
is because, with the increase in the percentage of relevants the number of events with lower
cumulative relevance value that are actually relevant aseemThis explains the improvement

shown by the hybrid approach.
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Conclusion

Despite their growing adoption, the stated objectives a¥iSe Oriented Architecture, namely
interoperability, agility, and exibility have been hard fachieve. In this dissertation, we study
the various problems that are currently the roadblocks tdsvachieving these objectives. Our
research presents a systematic and holistic approachdswealizing the goals, by addressing
the problems of searching and ranking services, data nmediabhd composition. In doing so,
we demonstrate the value of employing semantic Web teckeiguch as domain model creation,

semantic annotation and reasoning in each of the diffenefi@ms.

Conceptually, our research is one of the earliest attemptsaide an integrated approach
towards reconciling two different approaches to servicé&e adopt ideas from multiple areas,
such as arti cial intelligence, text mining and analyties\d software engineering. In addressing
the problem of searching and ranking of services in chaptevetprovide a two-fold solution.
Our search engine based approach for the popular consuméreseis one of the rst attempts
towards nding service APIs. The idea sérviut rankfor ranking APIs based on their utilization,
discussed in Section 4.5 implicitly acts as a quality of ervneasure. While much of the work
in the area of service selection has been towards reasomthgegnantic matching based on inputs
and outputs, we adopt an approach that involves non-fumattiattributes as well. Further, our
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hierarchical matching algorithm discussed in Section &y lemphasis on ef ciency and this is

demonstrated in our evaluation.

Similar to our contributions in the area of searching andkiramof services, our research in
the area of data mediation takes an alternate route tomxigpproaches. The area of data medi-
ation and integration has been extensively studied, withhmaf the focus surrounding automatic
mediation. However, the current state of research in auiommeediation leaves a lot to be desired.
Chapter 6 discusses a metric callee@diatabilitythat aids the end user in data mediation. Our
experience shows that such a metric would be very usefugogafy in the context of developing

hybrid Web applications or mashups.

One of the biggest barriers towards realizing composisdhe idea of data mediation. While
conventional planning approaches, to some extent, auttihatask of process creation, they fall
short in addressing data mediation. Our research adoptgehmediation-as-a-servicparadigm
and incorporates mediating services as a part of the cotigasiiscussed in Chapter 7. Further,

we also adopt a declarative approach, where an end user @l e goals in a richer manner.

The nal contribution of this dissertation is the automatienti cation of events during the
execution of a services centric software. Chapter 8 presentassi cation of events that arise
during execution. We extend the basic semantic operatisesissed by Anyanwu and Sheth (2),
and adapt it to discovering events. We also discuss a fekdizsed approach for changing the

relevance of an event based on the reaction of the underyisigm.

Much of the work discussed in this dissertation owe theigios to research in the area of
semantic Web services at the Large Scale Distributed Sgstexin at the University of Georgia
and at the kno.e.sis center at Wright State University. Intehdto the research discussed, we
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have also contributed to services speci cation, data nigaiaand event identi cation.

An emerging area of research in which many ndings of thigegsh can be applied is social
computing. The data integration and composition apprcadas be employed in social data
integration, especially in the context of citizen sensovises. Nagarajaet al. (45) provide an
early evidence for the potential application of this reskan social computing. We envision to

explore this area further in future.
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