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ABSTRACT
The mining of user generated content in social media has proven very effective in domains ranging from personalization and recommendation systems to crisis management. The knowledge of online users’ locations makes their tweets more informative and adds another dimension to their analysis. Existing approaches to predict the location of Twitter users are purely data-driven and require large training data sets of geo-tagged tweets. The collection and modelling process of tweets can be time intensive. To overcome this drawback, we propose a novel knowledge based approach that does not require any training data. Our approach uses information in Wikipedia, about cities in the geographical area of our interest, to score entities most relevant to a city. By semantically matching the scored entities of a city and the entities mentioned by the user in his/her tweets, we predict the most likely location of the user. Using a publicly available benchmark dataset, we achieve 3% increase in accuracy and 80 miles drop in the average error distance with respect to the state-of-the-art approaches.
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1. INTRODUCTION
People are increasingly using microblogging platforms such as Twitter for a wide range of reasons, from sharing personal experiences to reaching out for help in emergency situations. Consequently, many applications such as brand tracking and recommendation engines have adopted Twitter as a prominent medium to gain insights. Furthermore, location based services such as emergency management and disaster response [18], local event detection system [29], and predicting trends [1] need the geographic location of Twitter users. On the other hand, Twitter users are often reluctant to share their location information and hence either, (1) choose to leave the location information in their profile empty; (2) enter invalid information; (3) or specify location at various levels of granularity like city, state and country. This has motivated research in automatic inferencing of geographic location of Twitter users.

Existing approaches to predict the location of Twitter users based on their tweets, [6, 7] are built around the intuition that the geographic location of users influences the content of their tweets. For instance, users are most likely to tweet about shops, restaurants, sports teams of their location and use location indicative slang words like howdy (Texas). These approaches are purely data-driven and need large training data sets of geo-tagged tweets to build statistical models that predict a user’s location. The creation of a training dataset with representative tweets from all the cities of our interest and modelling the data is a tedious process.

To overcome these disadvantages, we propose a knowledge base enabled approach. Our intuition stems from the idea of local words proposed by Cheng et al. [7]. Local Words are words that convey a strong sense of location. For example, they found that the word rockets is local to Houston whereas words such as world and peace are more generic and do not exhibit an association to any particular location. We extend this idea to define local entities as entities that are able to discriminate between geographic locations. Our hypothesis is that the local entities appearing in a collection of a user’s tweets can be used to predict his/her location. We leverage Wikipedia to determine local entities and in turn alleviate the difficulties in creating a training data set for location prediction. Note that our approach relies exclusively on the tweets of users and does not require other metadata such as user’s profile or network information. We evaluate our approach against the state of the art content-based approaches using a benchmark dataset published by Cheng et al. [7]

Our contributions in this paper are as follows:
• We propose a novel knowledge base enabled approach as an alternative to existing supervised approaches to predict the location of Twitter users.
• We demonstrate the use of similarity measures to determine and score Local Entities with respect to a city.
We show that without using any labelled training data, our approach achieves a comparable accuracy to the content-based state of the art approach and reduces the average error distance by 80 miles.

The rest of the paper is organized as follows: In Section 1.1, we provide relevant background on Wikipedia. In Section 2, we explain the related work on location prediction. Section 3 details our approach, while Section 4 describes the evaluation and results of our approach. Section 5 concludes with suggestions for future work.

1.1 Wikipedia
As humans, we use our general knowledge and experience in the interpretation of any text or discourse. For instance, when we read "Buckeye State" in a piece of text, we recognize it as the state of Ohio. Similarly, a knowledge base can improve a machine’s ability to understand and interpret text. Knowledge bases have been successfully used in many domains such as clustering and classifications [5, 28], semantic relatedness [12, 15].

Wikipedia, a publicly available, online collaborative encyclopedia has been a prominent source of knowledge for humans as well as machines. It comprises of approximately 4.6 million articles that are comprehensive, well-formed with each article describing a single topic or entity [15]. Each page in Wikipedia contains links to other Wikipedia pages referred to as wikilinks or internal links\(^1\). The aim of these links is to enhance the user’s understanding about the entity by providing pointers to related entities on the Wikipedia. For example, the Wikipedia page of Boston\(^2\), has hyperlinks to Boston Red Sox, American League and Major League Baseball. Apart from allowing the user to navigate to the pages of related entities for better understanding, this feature also creates a hyperlink structure, that allows machines to use Wikipedia as a knowledge base of semantically linked entities. The Wikipedia hyperlink structure has been leveraged to accomplish tasks such as finding conceptual semantic relatedness [12], named entity disambiguation [14]. Our approach exploits this hyperlink structure of Wikipedia to determine entities related to a city and uses them to predict the locations of Twitter users.

2. RELATED WORK
Geo-locating content on the web has been studied in various contexts. IP addresses were discovered to be inadequate to determine the location of online users. Hence researchers focused on location entity recognition and disambiguation in textual content. Amitay et al. [2] proposed a geotagger based on a gazetteer to focus the geographical focus of web pages. Tietler et al. [26] extracted geographical information from newspaper articles and grouped them based on their location to display them in a map interface. Backstorm et al. [4] proposed a probabilistic model to discover the spatial distribution of search engine queries using query log data. More recently, geo-locating twitter users has gained a lot of traction. There have been two main approaches in predicting the location of a twitter user: (1) content based location prediction, and (2) network based location prediction.

Content-based location prediction approaches are grounded on the premise that the online content of a user is influenced by their geographical location. It relies on a significantly large training dataset to build a statistical model that identifies words with a local geographic scope. Cheng et al. [7] proposed a probabilistic framework for estimating a Twitter user’s city-level location based on the content of approximately 1000 tweets of each user. They formulated the task of identifying local words as a decision problem. They used the model of spatial variation proposed by [4] to train a Decision Tree Classifier using a hand-curated list of 19,178 words. Their approach on a test dataset of 5119 users, could locate 51% of the users within 100 miles with an average error distance of 535 miles. The disadvantage of this approach was the assumption that a “term” is spatially significant to or characteristic of only one location/city. This challenge was addressed by Chang et al. [6] by modelling the variations as a Gaussian mixture model. Furthermore, their approach to identify local words did not need a labelled set of seed words. Their tests on the same dataset showed an accuracy (within 100 miles) of 49.9% with 509.3 miles of average error distance. Our approach falls into this category of content-based location prediction. However, we use a knowledge base (Wikipedia) as an alternative to training data used by the other machine learning and statistical modelling approaches.

Eisenstein et al. [10] proposed cascading topic models to identify lexical variation across geographic locations. Using the regional distribution of words, determined from these models, they predicted the locations of twitter users. Kinsella et al. [17] addressed two problems, namely, (1) predicting the location of an individual tweet and (2) predicting the location of a user. They created language models for each location at different granularity levels of country, state, city and zipcode, by estimating a distribution of terms associated with the location.

Network based solutions are grounded in the assumption that the locations of the people in a user’s network and their online interaction with the user can be used to predict his/her location. McGee et al. [19] used the interaction between users in a network to train a Decision Tree to distinguish between pairs of users likely to live close by. They reported an accuracy of 64% (within 25 miles). Rout et al. [24] formulated this task as a classification task and trained an SVM classifier with features based on the information of users’ followers-followees who have their location information available. They tested their approach on a random sample of 1000 users and reported 50.08% accuracy at the city level. However, a network based approach can only be used to determine the location of users who have other users in their network whose location is already known.

In the Twitter domain, Wikipedia has been leveraged for tasks such as first story detection [22], tweets classification [13], and identifying hierarchical interests of Twitter users [16]. Osborne et al. [22] in their work, they have shown that Wikipedia can enhance the performance of first story detection on Twitter. The graph structure of Wikipedia has

\(^1\)http://en.wikipedia.org/wiki/Help:Link
\(^2\)http://en.wikipedia.org/wiki/Boston
Wikipedia entities related to subtopics such as city’s politics, culture, landmarks and sports teams. We base our approach on the assumption that these entities, are local to the city and vary in the degree of their localness to the city. For example, the Wikipedia page of San Francisco contains links to San Francisco Bay Area and United States. We consider them as local entities with respect to San Francisco where San Francisco Bay Area has more localness than United States with respect to San Francisco. In the rest of the paper, we refer to the internal links in the Wikipedia page of a city as the entities of that city.

3.1 Definitions

- **Wikipedia Hyperlink Structure** can be represented as a directed graph $G = (V_w, E_w)$ with a set of vertices $V_w \subseteq W$, where $W$ is the set of all the Wikipedia pages and a set of edges $E_w$, where $E_w \subseteq V_w \times V_w$. There is a directed edge $(v_1, v_2)$, if there is a link from Wikipedia page $v_1$ to $v_2$. For a given vertex $v_i$, $O(v_i)$ is the set of entities mentioned in the Wikipedia page $v_i$, i.e., $O(v_i)$ are the vertices that have an edge from $v_i$.
- **Local Entities**. The entities mentioned in a Wikipedia page of a city $c$ are termed as Local Entities of the city $c$. From the hyperlink structure, these are the outgoing links $O(c)$ from each Wikipedia page of city $c$.
- **Knowledge base** for each city is represented by a weighted set of its Local Entities. Formally, we define a knowledge base $K_c$ for city $c$ as:

$$K_c = \{(c, locl(c, e)) | e \in O(c), locl(c, e) \in R\} \quad (1)$$

where $e \in O(c)$, $O(c)$ is the set of Local Entities of the city $c$, and locl(c, e) is the localness score of entity $e$ with respect to city $c$.

Given the set of Local Entities $O(c)$ of a city $c$, we want to determine the localness $(\text{locl}(c, e))$ of each entity with respect to the city. In the following sections, we describe four measures to compute the localness of an entity which is later used to predict the location of a user.

3.1.2 Pointwise Mutual Information

In information theory, pointwise mutual information [8] is a standard measure of association. It is used to determine association of terms based on their probability of co-occurrence. Similarly, we determine the association between a city and its local entities using their co-occurrences in the entire dump of Wikipedia. We define the PMI of a city and its local entity as shown in the Equation 2.

$$\text{PMI}(c, e) = \log_2 \frac{P(c, e)}{P(c)P(e)} \quad (2)$$

where $c$ is the city and $e$ is a local entity of the city, $e \in O(c)$.

We compute the joint probability of occurrence, $P(c, e)$ as the count of occurrences of the city and the local entity together in the other pages of the entire Wikipedia dump. Additionally, the individual probabilities of the city $P(c)$ and the local entity $P(e)$ are computed as the ratio of the count of their individual occurrences in the Wikipedia dump to the count of all entities in the Wikipedia dump.
Figure 2: A pruned subgraph of San Francisco

3.1.3 Betweenness Centrality

Graph theoretic concepts have been used in social network analysis to understand and explain social phenomenon. Betweenness Centrality [11] is one such measure that has been extensively used to find influential people in a network. In this work, we use Betweenness Centrality to find the prominent entities in the graph of Local Entities for each city. The graph of Local Entities for each city is pruned from the Wikipedia hyperlink graph (Section 3.1.1) and consists of only those entities present in the corresponding city’s Wikipedia page (O(c)). Formally, the graph for a city c is represented as Gc = (Vc, Ec) where vertices Vc ∈ (c ⊕ O(c)) and edges Ec ∈ Vc × Vc. There is an edge from vc_i to vc_j if the Wikipedia page of vc_i has a link to entity vc_j. An example of a subgraph is as shown in Figure 2. The nodes in this graph are a subset of entities mentioned in the Wikipedia page of San Francisco. We draw edges between entities based on the entity occurrences in their respective pages. For instance, an edge between Golden Gate Bridge and San Francisco Bay Area is indicative of the presence of the latter in the former’s Wikipedia page.

Betweenness Centrality is defined as follows:

\[ CB(c,e) = \sum_{e_i \neq e \neq e_j} \frac{\sigma_{e_i,e_j}(e)}{\sigma_{e_i,e_j}} \]  

where \( e_i, e, e_j \in O(c) \), \( \sigma_{e_i,e_j}(e) \) represents the total number of shortest paths from \( e_i \) to \( e_j \) and \( \sigma_{e_i,e_j}(e) \) is the number of shortest paths from \( e_i \) to \( e_j \) through \( e \). Furthermore, we normalize the measure by dividing \( CB \) by \( (n-1)(n-2) \) where \( n \) is the number of nodes in the directed graph.

3.1.4 Semantic Overlap Measures

SemRank [3], a search results ranking system, measures the relatedness between concepts with the intuition that related concepts are connected to similar entities. Similarly, we use the Wikipedia hyperlink graph to determine the extent of relatedness between a city and an entity. We term this as Semantic Overlap. We use the following two standard set-based measures to compute the semantic overlap between a city and an entity (1) Jaccard Index, and (2) Tversky Index.

Jaccard Index measures the overlap between two sets and is normalized for their sizes. We use this measure to find the similarity between a city and its entities. For example, to compute the localness of Golden Gate Bridge to San Francisco, we compute the Jaccard Index of the two sets containing the entities from the Wikipedia page of Golden Gate Bridge and San Francisco respectively. Jaccard Index for a city \( c \) and entity \( e (e \in O(c)) \) is defined as shown in Equation 4.

\[ jaccard(c,e) = \frac{|O(c) \cap O(e)|}{|O(c) \cup O(e)|} \]  

The idea behind using Jaccard Index is that larger the overlap between the entities of a local entity and a city, higher is the localness of the local entity with respect to the city.

Tversky Index is an asymmetric similarity measure of two sets [27]. While the Jaccard Index determines the similarity between a city and a local entity, a local entity generally represents a part of the city. For example, consider the local entity Boston Red Sox of the city Boston. Boston Red Sox is the baseball team of Boston and will not completely overlap with all the entities of Boston which are from different categories like Climate, Geography and History. Thus we use Tversky Index which is a unidirectional measure of similarity of the local entity to the city. The Tversky Index is defined as shown in Equation 5.

\[ ti(c,e) = \frac{|O(c) \cap O(e)|}{|O(c) \cap O(e)| + \alpha|O(c) - O(e)| + \beta|O(e) - O(c)|} \]  

where we choose \( \alpha = 0 \) and \( \beta = 1 \), with no weight given to the entities of the city. Thus we only penalize the local entity \( e \), for every entity in its page not found in the Wikipedia page of the city \( c \).

3.2 User Profile Generator

Our approach is based exclusively on the contents of a user’s tweets. We create a profile for each user that consists of Wikipedia entities spotted in their tweets. The User Profile Generator can be explained in two steps: (1) Entity Recognition from user’s tweets; (2) Entity Scoring to measure the extent of the usage of the entity by the Twitter user.

Entity recognition is the process of recognizing information like people, organization, location, and numeric expressions5 from twitter messages. As explained in [23], the concise nature of tweets (<= 140 characters) and the informal nature of their content have challenged the traditional entity recognition techniques. In this paper, our main focus is on the location prediction of Twitter users. Hence, we use the APIs available for Entity Recognition. In [9] authors have compared three different state of the art systems namely Dbpedia Spotlight [20], Zemanta6 and TextRazor7 for entity recognition in tweets. These results are summarized in Table 1. We opted for Zemanta because: (1) It has been shown to be superior to others; (2) Zemanta’s web service also links entities from the tweets to their Wikipedia articles. This allows an easy mapping between the Zemanta annotations and our knowledge base extracted from Wikipedia; (3) The web service provides co-reference resolution for the entities. I.e., if Barack Obama and Obama are mentioned

5More details on entity recognition can be found in [21]
6http://developer.zemanta.com/
7http://www.textrazor.com/technology
8http://developer.zemanta.com/docs/suggest/
in the twitter message, they are both linked to Wikipedia page for Barack Obama;\(^3\) (4) Zemanta provides a higher rate limit of their API to 10,000 per day for research purposes.\(^10\)

**Entity Scoring.** We consider the frequency of occurrence of a local entity in a user’s tweets to predict his/her location. Formally, we define the profile of a user \(u\) as \(P_u = \{(e, s) | m \in W, w \in R\}\) where \(W\) denotes the set of all Wikipedia entities and \(s\) is the frequency of mentions of entity \(e\) by user \(u\).

### 3.3 Location Prediction

We compute an aggregate score based on all the local entities found in the user profile. In other words, to estimate the location for a user \(u\) with profile \(P_u\) for each location \(c\) with knowledge base \(K_c\), we find the intersection of the set of entities \(I_{cu}\) associated with the user profile and the Local Entities of the city. Next, we use the following equation to estimate the score for each city for a user.

\[
locScore(c, u) = \sum_{j=1}^{I_{cu}} locl(c, e_j) \times s_{e_j}
\]  
\(^6\)

where \(e_j \in I_{cu}\), \(locl(c, e_j)\) is the localness score of the entity \(e_j\) with respect to the city \(c\), determined by one of the localness measure explained above. \(s_{e_j}\) is the score of the entity in the user profile \(P_u\). The city for the user is determined by ranking the cities based on the \(locScore(c, u)\) in descending order.

### 4. EVALUATION

First, we compare the four localness measures explained in Section 3.1 and then use the best performing measure to evaluate against the state of the art content based approach for location prediction.

### 4.1 Dataset

For a fair comparison of our approach against the state of art approaches, we use the dataset published by Cheng et al \([7]\). The dataset was collected from September 2009 to January 2010 by crawling through Twitter’s public timeline APIs\(^11\). The dataset contains 5119 active users, from the continental United States, with approximately 1000 tweets of each user. The users’ locations are listed in the form of latitude and longitude coordinates which is generally more reliable than the profile information. Spammers and bots are filtered to ensure a clean dataset. Additionally, we remove the word “RT” (referring to a re-tweet) from the tweets. We do this because Zemanta annotated “RT” in re-tweets incorrectly as \(RT\) (TV Network)\(^12\) which affected the results as it is one of the local entities in our knowledge base.

To create our knowledge base, we consider all the cities of United States with population greater than 3000, as published in the census estimates of 2012. From the census estimates, we only include the locations listed as city and ignore the locations labelled as village, town, county or CDP (Census Designated Place). The entire collection of Wikipedia articles is available as an XML dump\(^13\). The Wikipedia pages of two cities Irondale, Alabama and Mills River, North Carolina are marked as stubs\(^14\) and hence are not included in our knowledge base. Although a Wikipedia page does not link to itself, we include the name of each city in its knowledge base. Finally, we have a knowledge base with 4,661 cities and 500,714 entities. To compute the distance between the actual and the predicted location we extract the latitude and longitude information of each city in our knowledge base from the infobox\(^15\) of their corresponding Wikipedia page.

### 4.2 Evaluation-Metrics

We use Accuracy and Average Error Distance as the two metrics to evaluate our approach. **Accuracy** (ACC) is defined as the percentage of users identified within 100 miles of their actual location. **Error distance** is the distance between the actual location of the user and the estimated location by our algorithm. **Average Error Distance** (AED) is the average of the error distance across all users.

### 4.3 Baseline

We implement a baseline system which considers all the entities of a city to be equally local to the city. To predict the location of a user, we compute the score for each city by aggregating the count of local entities of the city found in the user’s tweets and selecting the city with the maximum score.

### 4.4 Results

#### 4.4.1 Location Prediction using Local Entities

Table 2 reports the Accuracy and the Average Error Distance for location prediction using the (1) Baseline, (2) Pointwise Mutual Information (PMI), (3) Betweenness Centrality (BC), (4) Semantic Overlap Measures - Jaccard Index (JC), and (5) Semantic Overlap Measures - Tversky Index (TI) . We see that Tversky Index is the best performing localness measure with approximately 55% accuracy and 429 miles of AED. The accuracy is doubled compared to the baseline approach. However, compared to Jaccard Index, there is only

<table>
<thead>
<tr>
<th>Extractors</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th>Rate Limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spotlight</td>
<td>20.1</td>
<td>47.5</td>
<td>28.3</td>
<td>N/A</td>
</tr>
<tr>
<td>TextRazor</td>
<td>64.6</td>
<td>26.9</td>
<td>38.0</td>
<td>500/day</td>
</tr>
<tr>
<td>Zemanta</td>
<td>57.7</td>
<td>31.8</td>
<td>41.0</td>
<td>10,000/day</td>
</tr>
</tbody>
</table>

Table 1: Evaluation of Web Services for Entity Resolution and Linking

\(^3\)http://en.wikipedia.org/wiki/Obama  
\(^10\)We thank Zemanta for their support  
\(^11\)http://search.twitter.com/  
\(^12\)http://en.wikipedia.org/wiki/RT_(TV_network)  
\(^13\)http://en.wikipedia.org/wiki/Wikipedia:Database_download  
\(^15\)http://en.wikipedia.org/wiki/Help:Infobox
Table 2: Location Prediction using Local Entities

<table>
<thead>
<tr>
<th>Method</th>
<th>ACC @2</th>
<th>ACC @3</th>
<th>ACC @5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>25.21</td>
<td>63.256</td>
<td>38.01</td>
</tr>
<tr>
<td>PMI</td>
<td>32.46</td>
<td>79.232</td>
<td>44.48</td>
</tr>
<tr>
<td>BC</td>
<td>47.91</td>
<td>478.14</td>
<td>57.39</td>
</tr>
<tr>
<td>JC</td>
<td>53.21</td>
<td>433.62</td>
<td>67.41</td>
</tr>
<tr>
<td>TI</td>
<td>54.48</td>
<td>429.00</td>
<td>68.72</td>
</tr>
</tbody>
</table>

Table 3: Location prediction results compared to existing approaches

<table>
<thead>
<tr>
<th>Method</th>
<th>ACC</th>
<th>AvgErrDist (in Miles)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cheng et al.[7]</td>
<td>51.00</td>
<td>535.564</td>
</tr>
<tr>
<td>Chang et al.[6]</td>
<td>49.9</td>
<td>509.3</td>
</tr>
<tr>
<td>TI</td>
<td>54.48</td>
<td>429.00</td>
</tr>
</tbody>
</table>

For the location prediction task based on user’s tweets, the state of the art approaches are purely data-driven. We have evaluated our approach on the same dataset as Cheng et al. [7] and Chang et al. [6]. As reported in Table 3, our approach performs better in terms of both the accuracy and the average error distance. Also, note that the other approaches are based on a training dataset of 4.1 million tweets while our approach is based exclusively on Wikipedia.

4.4.3 Impact of annotated entities

Figure 5 shows the count of all entities in the dataset annotated by Zemanta and Figure 6 shows the count of distinct local entities found in the tweets of users to predict their location. Note that these figures represent the predictions made using Tversky Index. From Figure 6, we see that when the number of local entities mentioned in the tweets are less than 5, the prediction drops by more than 12% (48% accuracy) compared to the overall accuracy of predictions. On the other hand, a prediction made on the basis of higher number of local entities is more reliable. The predictions made on the basis of 10 or more local entities were able to locate 66% of the users within 100 miles and 51% of the users within 20 miles.

4.5 Discussion

4.5.1 Performance of Localness Measures

We predict the location of a user based on the count of occurrences of local entities in their tweets and the localness measure of the entities with respect to a city. The pointwise mutual information measure of a city and its local entity is not normalized, making it sensitive to the count of their occurrences in the Wikipedia corpus. Consequently the absolute PMI scores of the local entities of a city like Glen Rock, New Jersey is higher than those of San Francisco because of the low occurrence of former as compared to the latter, in the Wikipedia corpus. This results in the location prediction to be skewed towards the cities that occur less frequently in the Wikipedia articles. Nevertheless, the prediction results using PMI show a significant improvement over the baseline. The localness of entities computed using betweenness centrality and the semantic overlap measures are normalized and yield better results than PMI.

The betweenness centrality of a node is based on the num-

Figure 3: Top-k Accuracy

Figure 4: Top-k Average Error Distance

By ranking the cities for each user, based on the descending order of localness scores, we have also evaluated the accuracy of the approach at top-k ranks. Similar to accuracy, accuracy@top-k is calculated by the number of users whose home locations are determined correctly within the top-k locations in the generated ranked list of locations for the user, within an error distance of 100 miles. The AED @top-k is computed using distance between the closest predicted location@top-k to the actual location of the user. Figure 3 shows the change in accuracy across top-8 locations determined using Tversky Index.

In order to calculate the error distance for a particular user for top-k, we picked the closest possible location predicted by our approach to the original location of the user within the top-k results. The error distance to this closest location is calculated and averaged across all the users to result in AED@top-k. Figure 4 shows that the AED decreases with inclusion of more top locations and similar to accuracy@top-k, Tversky Index performs the best.

4.4.2 Comparison with Existing Approaches
ber of times a node occurs in the shortest path between two other nodes. We find that some entities which may not be local, get ranked higher because there are multiple shortest paths through them. Consider the snippet from the Wikipedia page of Livingston, New York, shown in Table 4. The underlined entities contain the shortest path to the rest of the entities of the city through United States thus increasing the importance of United States in the graph. Consider another example of the city Endicott, New York\(^\text{16}\). A section of the Wikipedia page of this city describes IBM and related entities like Punched card and Circuit Board. When we build a graph of the city, the shortest path between the IBM related entities and the rest of the entities of the city, is through IBM. This increases its betweenness centrality measure compared to the rest of the other local entities. As a result, when entities like United States or IBM occur frequently in a user’s tweets, they lead to incorrect location prediction.

The idea behind using Jaccard Index is that larger the semantic overlap between the Wikipedia page of a city and an entity, higher is the localness of that entity with respect to the city. Thus it overcomes the disadvantage of Betweenness Centrality and is successful in assigning less localness to the more general entities like IBM and United States. However, we observe that it under-performs in measuring the localness of entities with fewer number of entities in comparison to the city. For example, consider the two entities Eureka Valley, San Francisco and California. Both are local entities of the city San Francisco. Intuitively, we would expect Eureka Valley, San Francisco (a residential neighbourhood in San Francisco) to be more local than California with respect to the city San Francisco but with Jaccard Index the result is opposite. Note that San Francisco has 717 entities, Eureka Valley, San Francisco has 36 entities and California has 940 entities. This is countered using the Tversky Index where the localness measure of an entity is highest when all of its entities are also present in the city. Furthermore, the localness of a local entity only diminishes for entities in its page not present in the city. Therefore, in the above example it is able to assign a higher degree of localness to Eureka Valley, San Francisco than California with respect to the city San Francisco. This approach to ranking the entities performs better than Jaccard’s index with improved accuracy and lower average error distance. Table 5 shows examples of local entities from the tweets of users in the dataset used to predict their location.

4.5.2 Size of Local Entities
We analyzed the results to understand if the size of the knowledge base, i.e., the number of local entities per city, affect the accuracy of the prediction. The count of local entities in our knowledge base ranges from 11 (for Island Lake, Illinois) to 1095 (for Chicago). This reflects the information

\(^{16}\text{http://en.wikipedia.org/wiki/Endicott,_New_York} \)
available in Wikipedia about the city. Despite the variation in the amount of information available for each city, we find that our algorithm was able to predict locations of users from 356 distinct cities from our knowledge base having local entities in the range of 40 to 1095. Figure 7 shows the distribution of the users, whose location were predicted accurately, across continental United States compared to the distribution of all users in the dataset as shown in Figure 8. We see that the accurate prediction (within 100 miles) is not restricted to few cities.

5. CONCLUSION AND FUTURE WORK
In this paper, we presented a novel knowledge based approach that uses Wikipedia to predict the location of Twitter users. We introduced the concept of Local Entities for each city and demonstrated the results of different measures to compute the localness of the entities with respect to a city. Without any training dataset, our approach performs better than the state of the art content based approaches. Furthermore, our approach can expand the knowledge base to include other cities which is remarkably less laborious than creating and modelling a training data set.

In future, we will explore the use of semantic types of the Wikipedia entities to improve the accuracy of the location prediction and decrease the average error distance. We also plan to augment our knowledge base with location information from other knowledge bases such as Geo Names and Wikitravel. Additionally, we will examine how to adapt our approach to predict the location of a user at a finer granularity level like the neighbourhoods in a city.
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